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Preface

The 13th Japan-Finland Joint Symposium on Optics in Engineering (OIE) will take place on
26-30 August 2019 in two locations: The Otaniemi campus of Aalto University in Finland and
the historical city of Tallinn in Estonia. The first two days of the symposium will be held on the
campus of Aalto University in Finland. The campus is designed by the renowned Finnish
architect Alvar Aalto. The latter half of the symposium will be held in Tallinn, Estonia. The old
town of Tallinn is listed as UNESCO World Heritage Site.

We will have a tightly packed scientific program which is designed to allow many possibilities
for detailed discussions between the participants. This international symposium gathers
together the best scientists working in the field of optics in Japan, Finland and Estonia.

On behalf of the OIE Committee I welcome all of you to the Symposium!

Erkki Ikonen

Aalto University

General Chair of the OIE 2019

OIE 2019 sponsored by Aalto University, City of Espoo, and Optical Society of Japan
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The sizes of the droplets are measured by first numerically reconstruct-
ing image slices at different positions between the laser and the image 
detector, then segmenting droplets and finding the best focus of each 
droplet in the segmented sub-windows. Then the reconstructed shadow 
images of the droplets are binarized and the diameters and other shape 
parameters are calculated from the binary images. After processing a 
statistically valid amount of particles, typically a period of one minute, 
the LWC is calculated. From the acquired DSD, the median volume 
diameter (MVD) typically used in icing modelling is calculated. MVD 
is a non-real droplet diameter, which defines the middle point of the 
water content of the whole measured DSD. The result from an icing 
event measurement on a wind turbine nacelle in Kivivaara-Peuravaara 
Wind Park, located in Suomussalmi, Finland, is shown in Fig. 3. The 
interval between the measurement points is 3 minutes. The rising of 
the LWC and MVD can be clearly seen from the plot as the icing cloud 
passes by the wind turbine. 

The ICEMET-sensor is an instrument designed for evaluating present 
icing conditions in real time. In future, we aim to deploy more sensors 
in the field to gather enough data to help making weather forecasts, 
especially icing forecasts, more accurate. In industrial applications, the 
aim is to use the data provided by the sensor to improve the production 
of wind turbines in icing conditions. Monitoring present icing condi-
tions near structures prone to icing, such as power line networks, would 
also benefit from the early warnings of hazardous icing conditions. 

                Fig. 2. An unmounted ICEMET-sensor 

 

 
Fig. 3. LWC and MVD measured from Kivivaara-Peuravaara wind park on 20th and 21th of March 2017 
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Holographic photopolymers have been investigated extensively for their use in photonics and information 
display such as holographic data storage, holographic optical elements, narrowband optical filters, GRIN 
lens, sensors, electrically switchable Bragg gratings, and three-dimensional and headup/headmount displays. 
These applications generally require a large saturated refractive index modulation amplitude (!nsat) to 
achieve high diffraction efficiencies (") near 100%, high recording sensitivity and high dimensional stability 
(i.e., mitigated polymerization shrinkage and low thermal changes in film thickness and refractive index). 
Other conditions such as wide acceptable angles (i.e., wide Bragg apertures) are also demanded for some 
display and diffractive device applications. Since 2002 we have developed a new type of nanocomposite ma-
terial system, the so-called photopolymerizable nanoparticle-polymer composite (NPC), in which either in-
organic or organic nanoparticles having a large refractive-index difference between nanoparticles and the 
formed polymer are dispersed in photopolymer [1]. In this summary we report on the development of a new 
photopolymerizable NPC material that consists of ultrahigh refractive index hyperbranched polymer (HBP) 
acting as organic nanoparticles, together with an electron-donor/acceptor photo-initiator system, dispersed in 
a monomer blend including an alkyl substituted acrylate. We also investigate the volume holographic record-
ing properties of photopolymerizable HBP-dispersed NPC films at a recording wavelength of 532 nm. 

 

Our newly synthesized HBP containing triazine and aromatic ring units was prepared by the polycondensa-
tion of a diamine monomer with 2, 4, 6-trichloro-1, 3, 5-triazine in N, N-dimethylacetamide, followed by the 
end-capping reaction with aniline [2]. The average size of the HBP was estimated to be approximately 12 nm 
by a small angle X-ray scattering method. The heterogeneity index was 4.4 that was estimated by the gel 
permeation chromatography. The glass transition and decomposition temperatures were 200ºC and 430ºC, 
respectively. The refractive index (n) of the HBP was found to be 1.82 at a wavelength of 532 nm. The ultra-
high value of 1.82 is attributed to the incorporation of triazine and aromatic ring units to the HBP structure 
and is much higher than those of our previously reported poly(ethyl methacrylate) HBP (n=1.51) and poly-
styrene HBP (n=1.61) [3]. Its molecular structure is shown in Fig. 1. We employed a monomer blend consist- 

 (a)                                             (b)                                                (c)                                      (d) 
 

 

 

 

 

(e)                                             (f)                                             (g)                                      (h) 
 

Fig. 1. (a) The synthesized HBP, (b) 4HBA, (c) A-DPH, (d) RB, (e) NPG, (f) THF-A, (g) NVP and  (h) Irgacure784.  
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Figure 2 shows an object and the reconstructed spectral images. The object shown in Fig. 4(a) was made of plastic color 
films with different spectral transparencies, which were put on the frame. The spectral images fat 500, 600, and 700 nm 
are shown in Fig. 4(b). Figure 5 shows the spectrum of the red film from 300 nm to 750 nm. The red curve was obtained 
by an ordinary spectroscopy. The dots were obtained by the single pixel spectral camera. They were well agreed. The 
measurement RMS errors were 2.82% on the red film, 5.12% on the blue film, and 2.28% on the blue film. 
 We developed a new implementation method of a single-pixel camera for spectral imaging. The optical coding masks 
were composed of holes on a substrate, and arranged on the circumference of a disk enables us to switch with a rotation 
of the disk. The main features are small wavelength dependence other than air for wideband spectral imaging, and the 
simple structure. The spectral imaging for a sample composed of three color films was demonstrated, and the measure-
ment accuracy of the present system was less than 3% at red channels. The spectral range from 300 to 750nm depended 
on the performance of the spectrometer we used. The next subjects of our single-pixel spectral camera will be to improve 
the detections speed and the spatial resolution. 
 

 
(a) 

 
(b) 

Figure 2 (a) Object made of plastic color films with different spectral transparencies. (b) The spectral images at 500, 600, 
and 700 nm. 
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High throughput spectral imaging with snapshot sensing

Nathan Hagen
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The classic literature on spectral imaging talks about the �ef�ciency� of different architectures, such that the
Fourier transform and Fabry-Perot spectrometers are mentioned as having theJacquinot(throughput) advantage
(or freedom from an exit slit), and the Fourier transform and Hadamard transform spectrometers as having the
Fellgett(multiplex) advantage. However, it is not widely realized that modern detector technology has obsoleted
both of these advantages, at least in their classic form. Using large arrays of detector elements instead of single
detector elements has eliminated the Jacquinot advantage, while working with detectors that are limited by shot
noise rather than detector noise has eliminated the Fellgett advantage. However, if we consider the geometry
of light collection among the different spectral imaging architectures (Fig. 1), we can see that an important
advantage remains. We can call this thesnapshotadvantage.[1]

Scanning imaging spectrometers collect a subregion
of the datacube at a time, meanwhile using a slit or
a �lter to reject any light from the object from outside
this subregion. By scanning this subregion across the
object (or across the spectrum), the entire datacube is
assembled by collecting together all of the scans. In
contrast, snapshot imaging spectrometers collect the
entire 3D datacube in a single integration period with-
out scanning. While the existing literature cites ad-
vantages for snapshot instruments such as the lack of
scanning artifacts and the increased robustness or com-
pactness due to the lack of moving components, these
qualities are actually secondary tosnapshot advantage
in light collection ef�ciency.

x

y

po int-scanning
spectrometer

line-scanningspectrometer

wavelength-
scanning
(filtered
camera)

x

y

snapshot imaging
spectrometer

Figure 1: Scanning and snapshot data collection.

The snapshot advantage can be dramatic for larger datacubes. For a datacube of dimensions(Nx ; Ny ; Nw) =
(500; 500; 500), for example, it requires 500 scans in order to complete the dataset. As a result, any individual
scan must reject light from 499/500ths of the cube at any given time, so that its light collection ef�ciency can
never exceed 0.2% even under ideal conditions. A datacube (500,500,25) in size is best scanned along the
wavelength dimension, so that it only rejects 24/25ths of the light, for a maximum ef�ciency of 4%. For these
two examples, the snapshot advantage will be a factor of 500 and 25, respectively.

In order for snapshot spectral imagers methods to work, systems need to be designed with much larger pixel
counts than are typically used in scanning systems. In order to collect a datacube of dimensions(Nx ; Ny ; Nw) =
(500; 500; 500), a 125 MPix detector array is needed, assuming that none of the pixels are wasted. Some waste
of detector real-estate, however, is inevitable. Thus, while the geometry of the datacube (Fig. 1) illustrates how
scanning architectures are inef�cient at light collection, another important consideration is how ef�ciently each
architecture uses its pixels.

Figure 2 shows an idealized view of how the various 2D �slices� of the datacube are viewed on the detector
array, for different snapshot architectures. What we can see is that, due to the need to provide some mini-
mum spacing between slices, �ltered cameras architectures are ef�cient whenNxNy � Nw (i.e. �uorescence
microscopy); image slicers are ef�cient whenNyNw � Nx , and �ber-based and lenslet-based methods are
inef�cient for every datacube aspect. Figure 3 shows the optical layout for an image slicing architecture, illus-
trating how the 3D volume of the datacube cane be sliced into 2D subvolumes so that they can be simultaneously
measured on a 2D detector array.
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Figure 2: How each snapshot architecture utilizes detector array real estate, assuming(Nx ; Ny ; Nw) =
(5; 5; 16), and 1 pixel spacing. [2]
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Figure 3: Optical layout for image slicing spectrometry. [2]

While the advantages of snapshot systems are many, they have serious drawbacks as well. They are generally
dif�cult and expensive to build, requiring high-precision custom optics and mechanics, and high pixel-count
detector arrays. They also require an extremely high rate of data �ow in order to take full advantage of their
speed and light collection. Thus it is only recently that detector arrays have achieved the combined speed and
size to meet these challenges.

References
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A Quantum Dot Reservoir Based on F ¤orster Resonance
Energy Transfer for Optical Reservoir Computing

Jun Tanida1, Suguru Shimomura1, Takahiro Nishimura2, Yuki Miyata3, Naoya Tate3, and Yusuke Ogura1
1 Graduate School of Information Science and Technology, Osaka University, Suita

2 Graduate School of Engineering, Osaka University, Suita
3 Faculty of Information Science and Electrical Engineering, Kyushu University, Fukuoka

Corresponding author: tanida@ist.osaka-u.ac.jp

Keywords: optical neural systems, �uorescence, energy transfer, neural network

Reservoir computing is a kind of computational architecture categorized in a recurrent neural network[1]. The
recurrent neural network has an internal feedback structure, so that applications on temporal information such
as speech recognition and dynamic prediction are expected to be processed. Owing to simplicity and �exibility
in construction, reservoir computing is a promising architecture for optical neural computing system. To date,
several reservoir computing systems were proposed based on an optical �ber[2] and memristor[3]. As a funda-
mental drawback of these implementations, internal optical/electric signals are guided, so that their hardware is
dif�cult to be reduced. In this research, an optical reservoir computing system using F¤orster resonance energy
transfer (FRET) between quantum dots is investigated. Some preliminary experimental results are presented to
show diverse response generated by ensemble of quantum dots.
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Figure 1: Schematic diagram of a quantum dot reservoir for optical reservoir computing.

Figure 1 shows a schematic diagram of an optical reservoir implemented by a quantum dot network. Several
kinds of quantum dots are dispersed in a small space and an exciting light is induced to them. The excited
quantum dots either emits a light or transfers the energy to adjacent quantum dots. This energy transfer is
FRET and quite sensitive to the distance between the donor and the acceptor. With an adequate density of
quantum dots, an energy transfer network can be constructed in the dispersed space. When the excitation light
is induced to some part of the quantum dots, energy transfer through the network occurs and �uorescence
lights are emitted from the bunch of the quantum dots. The output response re�ects the distribution of the
individual quantum dots and the position of the excitation light. Sort and composition of the quantum dots has
a large amount of freedom and the excitation light can be modulated in the spatial and/or temporal domains.
The observation position and the wavelength of the �uorescence light provides diversity of the output signals.
Considering the �exibility and diversity of the con�guration, the quantum dot network is expected to be an
effective reservoir for optical reservoir computing.

The features of the quantum dot reservoir are compactness, low power consumption, and potential easy imple-
mentation. Because quantum dots distributed in a small space are the core component, tremendous hardware
compaction is expected even if peripheral components are necessary for the operation. Ideally, a quantum dot
is excited by a single photon and energy dissipation in each component during their operations is necessar-
ily small. Even the output interface requires larger energy consumption, total consumption of the quantum
dot-based device can be theoretically estimated as 100 eV order, which 10� 2 -10� 3smaller than the typical
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electronic device. As a result, very low-power computation is expected. In terms of fabrication, it is enough
that arbitrary composition of quantum dots are dispersed without precise arrangement. In the reservoir comput-
ing, weighted-sum of the output signals from the reservoir provides the processing result. Only the connecting
weights of the output signals are variable and con�gured by the training for desired response. This process is
performed after capturing the output signals by a computer, which is easy to implement.
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Figure 2: Experimental setup for exciting
the quantum dot ensemble. Excitation posi-
tion was changed by translation of the slide
glass.
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Figure 3: Spectra of the output signals observed at three different
positions on the quantum dot ensemble.

To investigate the characteristics of the quantum dot reservoir, the response of quantum-dot aggregates contain-
ing three kinds of quantum dots, Q490, Q525, and Q575 was measured. The center peaks of their �uorescence
wavelengths are 490nm, 525nm, and 575nm, respectively. To prepare the ensemble of the quantum dots, their
solutions were dropped on a slide glass, and then dried at a room temperature. Figure 2 shows the experimental
setup for the measurement. An excitation light of 405nm is focused on the prepared sample and the output light
signal was measured by a spectroscope (Hamamatsu, C10083CAH). The spot size and the light power density
at the focused point were 225� m and 34mW/cm2, respectively. Figure 3 shows the spectra observed at three
different positions on the sample with 100ms of the measurement time. As seen from the signals, spatial varia-
tion of the quantum dot ensemble was observed. But further veri�cation is required to con�rm the evidence of
energy transfer between the quantum dot network.

In this study, a quantum dot reservoir for optical reservoir computing was presented and an experimental eval-
uation of quantum dot samples was performed. The result indicates promising characteristics of the quantum
dot reservoir. We will perform detailed evaluation on temporal characteristics and ensemble composition. This
work was supported by JST CREST Grant Number JPMJCR18K2, Japan.
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A spatial evaluation of an electromagnetic field is valuable to estimate positions of signal or noise sources. 
We propose an optical measurement system to detect spatial distributions of the AC magnetic field. The al-
kali-metal atoms and a micro-mirror device enable us to obtain field intensity distributions with a sub-mm 
spatial-resolution. Obtained field images from a fine metal-wire clearly indicated the wire position. This im-
aging technique has the potential for spatial evaluations of the AC field from electrical and electronic devices.  

Electromagnetic waves have been already utilized in measurements, information-communications, 
identification, and electric power transmissions. In the meanwhile, electromagnetic interference (EMI) 
problems are often caused by integrated circuits in electronic devices. To visualize electromagnetic fields 
allows us to evaluate spatial distributions as signal or noise components with a pattern recognition manner. 
The well-known conventional methods to obtain AC field distributions are scanning a coil as a sensing probe 
or collocating a number of small probes. However, a spatial resolution is limited by the probe size. And the 
probes and signal wires attenuate and distort the magnetic field.  

An atomic magnetometer is an optical detection method utilizing interactions between magnetic fields and 
electron’s spins of vaporized alkali-metal atoms [1]. However well-controlled environmental DC-field is re-
quired to operate the magnetometer with high sensitivity, the optical detection of the AC field has advantages 
of accurate and low-invasive sensing because of sensing probe and signal wire containing less metal. We 
have already developed the atomic magnetometer with using cesium-133 to detect 70 kHz AC magnetic field 
[2]. An imaging technique for AC magnetic field distribution was performed by using a micro-mirror device 
[3]. As a demonstration, intensity distributions of an AC field generated from a thin metal-wire were ob-
tained. 

Figure 1 shows the schematic of experimental setups to obtain the AC field distributions. The sensor head is 
a glass cell with a 10 mm light path length and including cesium and buffer gases. The wavelength of the la-
ser is turned to the cesium D2 line (852 nm), and the light transmits through the cell. The cell is placed at the 
center of a 300 mm diameter 3D Helmholtz coils which generate a DC field to control the environmental DC 
field. The signal source of the AC field is a fine metal-wire connected to the function generator (FG) apply-
ing a 70 kHz AC current. The wire is attached to the side of the glass cell as shown in Fig. 2. The transmitted 
light forms the image in the cell onto a digital micro-mirror device (DMD) by using lenses L2 and L3. The 
mirrors of the DMD are divided into 50 × 50 image-elements, and the light reflected from each element is 
detected by a photodetector (PD). The detected light signals are grabbed by a PC and the images are recon-
structed.  

 Figure 3 shows a contour-plot image of the output signal intensity. At the left side in the figure, a white 
dotted circle indicates the position of the metal wire. Two dashed lines in x-direction indicate inner edges of 

 
Fig. 1. Experimental setups for AC field imaging 

 
Fig. 2. Photo of the metal wire attached 

to the glass cell 
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the 10 mm-width glass cell. From the result, 
about 30 image-elements resolves the 10 mm 
cell region in y-direction. The circle-shaped 
intensity profile observed inside of the cell 
region represented the light transmitted area 
where was working as the magnetometer. In ad-
dition, the wire position in x-direction was easi-
ly recognized from the output intensity distribu-
tion. The intensity profile matches well with the 
theoretical field intensity profile. The signal 
source position in y-direction was estimated by 
using experimental and theoretical results. The 
estimated depth position (1.41 mm) was very 
close to the real position (1.25 mm).  

We constructed the AC field distribution imaging system. The atomic magnetometer and the DMD realized 
to visualize the field distribution with a sub-mm resolution. The position estimation of the signal source was 
performed by using field distributions, and the result is very close to the real position. The obtained field im-
age has good potential for circuit evaluations and signal-source estimations.  
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Caries is a common oral disease, which affects quality of life by causing pain and discomfort. [1]. Caries can 
be arrested if it is detected early and restoring can be conducted using Minimally Invasive techniques (MI) [ 2]. 
Usually caries is detected on visual inspection conducted by dentists, but optical imaging is also successfully 
used for caries screening [3]. Caries is a lifestyle and behavior related disease, so the patient has a key role in 
caries prevention [4]. Easy caries screening and information of the personal situation could help motivate the 
maintaining of oral health, in which visualization and images are effective ways to convey information. Thus, 
we started to examine optical imaging tools for dentition photographing that could be used in easy access oral 
health services. The target was to find an imaging system which would enable both caries screening and in-
forming and motivating patients to adopt and maintain habits that support oral health. 

There are several intraoral cameras commercially available whose performance against visual inspection has 
been reported by several authors [5,6,7,8]. However, the equipment is mainly targeted for imaging a single 
tooth as in Fig1 which shows pictures of a tooth with different intraoral cameras (DIAGNOcam, SoproCare 
and VistaCam iX ). There are issues when applied for imaging whole dentition: the usability of handpieces 
and controls was challenging in some positions, which also affected image quality. The included image soft-
wares were either unstable or the storing and naming of images was slow. The most remarkable hinderance to 
the use any of these intraoral cameras was the time spent on imaging: taking images of all teeth took between 
11 to 15 minutes, which is uncomfortably long for the patient and unacceptable for easy access type of services.  

 
Fig. 1. Images of same tooth with different intraoral cameras a) DIAGNOcam, b)  SoproCare and 

c)VistaCam iX. 

In addition to intraoral cameras other cameras and smartphones have been used for dental photographing and 
teledentistry [9,10,11].  In order to get an image of the full  dental arch, typically mirrors are placed into the 
mouth for the duration of photographing. Our target was to make an imaging solution which is pleasant for the 
patient, meaning no mirrors. Additionally our target was to make the photographing fast and minimize needed 
procedures for infection prevention.  
 
The main challenge of extraoral full arch imaging is to optimize camera and flash position so that the image 
area unobscured and covers the full dental arch, and that the arch is properly illuminated. There is variation on 
how patients can open their mouths and the individual adjustment of imaging angle. Our solution uses multiple 
cameras and optics with large depth of focus. Their set up and positioning is based on assessments of camera 
angles and mouth positions that are feasible for various patient sizes and mouth opening angles. The camera 
system consists of board level cameras (Basler daA2500-14uc) with 6 mm optics (C 6 mm F1.8/ 1/2""). It is 
possible to use different kinds of filters on the cameras and flashlights that also enable fluorescent imaging. 
Anti-reflection coated plastic plates protect the cameras and filters, while also enabling easy cleaning after 
each photographing. Miniature fans blow away the mist that forms on the plates from the patients breathing. 
The frames of the plates have mechanical guides that guide patient positioning for photographing and live 
video that shows to the patient how their teeth are visible for assisting the cameras in final adjustments to the 
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range of 500-600nm. In PSFs, low values of Ms produce spread out of intensity decaying curves and the higher 
Ms values result in the narrow spread of curves.  

Comparison of Fig. 2(a) and Fig. 3(a) indicates that it is difficult to discriminate in the cause of spectral vari-
ation between a change of absorption and a change of scattering.  In such a case, observation of PSFs gives 
useful information.  When the scattering condition changes, we expect to observe changes in both spectral 
reflectance curve and PSF, while a change in the absorbing condition may be reflected on spectral reflectance 
curve only.  

 

 
 

 
 

We have investigated spectral reflectance and PSFs for various values of µa and µs. Change in the absorbing 
coefficient in the dermal and subcutaneous layers had contribution to change in the pattern of spectral reflec-
tance curves but had no contribution to the pattern of PSFs. Change in the scattering coefficient in the upper 
dermal layer had contribution to change in the patterns of both spectral reflectance curves and PSFs.  In this 
way, use of both spectral reflectance and PSF is reasonable for estimation of absorbing and scattering condi-
tions in skin tissue. We are developing a Monte Carlo based library of set of spectral reflectance curves and 
PSF curves for various values of of µa and µs, and further investigate their properties to enrich these library 
data. 
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probe wavelength), we observe that the PET (RI = 1.5570) gives a higher average reflection signal than FW. 
On the contrary, LDPE (RI = 1.4920) with volume inhomogeneity, we obtain a lower average reflection signal 
as it scatters more of the light. Moreover, the B MP with inner curvature (concave) towards the incident (B 
MP CONC) light shows a higher signal than when the outer curvature (convex) is toward the incident light (B 
MP CONV). Thus, the B MP CONC tends to act as a converging mirror focusing the reflected light whilst the 
B MP CONV, on the other hand, diverges the incident light beam. We also observe clear variation from the 
speckle patterns of the pristine MPs when the speckle pattern from water (and glass) is subtracted. The PET, 
in comparison, shows an almost dark pattern as expected for a transparent material whereas the LDPE shows 
a much brighter pattern. Interestingly, for the B MP (CONC and CONV), which is the same MP, we observe 
clearly how the curvature contributes to the significant modification of the speckle pattern.  

 
Fig. 2. Average specular reflection (a) and speckle patterns (b) water (FW) and pristine MPs of PET, LDPE and PET 

bottle (B MPs) with that of water subtracted. (Conv)ex and (Conc)ave. 

Tab 1. Speckle contrast of water and pristine MPs. 

Sample Speckle contrast (C) 
FW 0.34 
PET 0.33 

LDPE 0.37 
B MP CONV 0.42 
B MP CONC 0.49 

 

The speckle contrast, shown in Fig. 3, presents a 
powerful tool in discriminating between the 
different pristine MPs and their curvatures as 
well as the average surface of the MPs. In Tab. 1, 
the translucent LDPE MPs show a higher speckle 
contrast than the transparent PET PET MPs as 
the volume inhomogeneities act as scattering    Fig. 3. Speckle contrast of PET MPs with both sides roughened. 

sources for the incident light. Thus, the pristine MPs further modify the original speckle pattern of the rough 
glass. As an example, we show, in Fig. 3, how the upper surface roughness, with reference to the incident light 
source, influences light and MP interaction for each specific lower surface roughness. We observe that the 
speckle contrast decreases with increasing upper surface roughness. Moreover, decreasing the average surface 
roughness of the lower surface correspondingly increases the speckle contrast especially for roughness larger 
than the probe wavelength of the incident light source.  

This study is a step toward the practical implementation of an optical sensor for in-situ detection of MPs in an 
aquatic environment. 
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One of the tasks in the EURAMET/EMPIR project 17FUN06 SIQUST �Single�photon sources as new quan-
tum standards� [1] is to develop the measurement devices for the traceable characterisation of single-photon 
sources. To reduce noise in such a low optical flux detection, a photodetector with improved performance, 
e.g. zero back-reflection and decreased noise, has been designed. 

The zero-back reflection is achieved by aligning six 
photodiodes in such a way that nonabsorbed light 
reflected from one photodiode is directed to the next 
photodiode. In the device six commercial photodi-
odes having small active area (2.4 mm x 2.4 mm 
type S1227 33BR from Hamamatsu) are aligned in a 
polarization-independent configuration (Fig. 1). The 
careful design provides collinear input and output 
beams of so-called transmission type detector. The 
noise is reduced by cooling (down to 12 ”C) the 
photodetector compartment in conjunction with high 
accuracy readout electronics. The aimed operation 
range is in the wavelength range from 650 nm to 
750 nm. 

 
Fig 1. Schematic view of the six photodiodes assem-
bled in the 6-photodiode detector. The red line fol-
lows the beam between the photodiodes. 
 

The collinear input and output beams to better than – 0.5” are provided by the use of a piezoactuator con-
nected to the feedback sensor at the photodetector optical output. The device with improved performance 
will be described and presented. 

This work has received funding from the European Union Horizon 2020 and the EMPIR Participating States 
in the context of the projects EMPIR-14IND05 �MIQC2� and EMPIR-17FUN06 �SIQUST�. 
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Wood is environmentally friendly material which can use for many purposes. However, some of its properties
such as the dimensional stability change along with ambient condition. The characteristics of wood can be
modified by different ways. Thermal treatment (at temperatures 185-215 0C) is one of the methods that has
been  used to improve wood’s durability, resistance against mold and decay fungi, dimensional stability,
weather resistance, and visual appearance [1-2]. The method is commonly used by wood industry and, for
example, applied for c. 194,000 m3 of sawn timber in Finland in 2017 (Thermowood® production statistics
2017) [3]. There is a practical need for easy-to-use, inexpensive and rapid analysis method that could be ap-
plied for defining the treatment degree from wood specimens after the thermal modification. This would help
monitoring the quality of thermally modified wood in the markets.

Fig.1 Experimental setup of the Stokes Polarimeter.

Here we assume that the thermal modification alters chemical composition of the wood cells and thus change
and decrease the birefringence of molecular structure. This paper describes a light polarization method to de-
termine the loss of birefringence of the thermally modified wood material. The polarized light reflected from
the surface of thermally modified Scots pine wood  was measured by using an imaging Stokes polarimeter and
data analysis utilized the Mueller matrix method. The polarization state of light was characterized by four
measurable parameters called the Stokes polarization parameters (S0-S3). [4]. Our detection system consists
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of a dual rotating speed of retarder and analyzer at a rotating ratio of 1:3 in Fig.1 [5]. The CCD camera was
Prosilicga GS1380 which resolution 1360 x 1024 pixels. The wavelength of the light source (He-Ne laser) was
632.8 nm.

The degree of polarization as a function of temperature for untreated and thermally modified Scots pine sam-
ples are presented in Fig. 2. Light and dark stripes in Fig. 2 represent annual growth rings. The density of the
earlywood (thinner, lighter stripes) is higher than the density of the latewood (wider, darker stripes). Further-
more, from the figures we can observe that the degree of polarization (DOP) increases (lighten) when the
treatment temperature rises. This means that the wood fiber loses birefringence property. The loss of birefrin-
gence could be due to crystal to amorphous deformation.

Fig. 2. Stokes image (DOP) of Scots pine wood a) untreated, b) treatment at160 °C c) treatment at 200 °C, and
d) treatment at 220 °C).

The present method could provide useful information that, in principle, can be applied in the optimization of
the thermal modification process and inspection of the quality of thermally modified wood products. Major
advantages of imaging Stokes polarimeter are that the method is sensitive and nondestructive for measuring
the optical properties exhibited by thermal modified wood or untreated wood. We believe that the imaging
Stokes parameter method and the polarimeter are useful in the basic studies of optical properties of thermally
modified wood. Using the polarization information it is possible to assess changes in the crystalline forms of
cellulose of thermally modified wood as a function of temperature and the treatment time.
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Hyperspectral cameras collect radiance data of the imaged view via dozens of narrow-bandwidth spectral chan-
nels, as opposed to the three color channels of common digital cameras. Knowledge of the spectrum, i.e.
spectral power distribution, can be used for example in identi�cation and classi�cation of the materials in the
image. Hyperspectral imaging has applications in many �elds, for example in agriculture [1] and medicine [2].

A reliable characterisation of the spectral responsivity of the channels is essential for processing hyperspectral
data and when assessing its reliability. Different camera architectures set different requirements for studied
camera features and characterisation measurements. The camera under study was a Fabry-P·erot-interferometer-
based camera, which required the characterisation of its channels both spectrally and spatially.

This study presents the measurement setup (�gure 1)
and analysis for characterising the spectral responsiv-
ity of hyperspectral cameras. The main part of the
setup was a tuneable, monochromatic radiance source.
The camera under study was mounted on a motorised
turntable, imaging an illuminated diffuser at different
wavelengths and from different viewing angles. The
spectral responsivities of the camera channels were ex-
tracted from the pixel values of the images, yielding re-
sults both as a function of wavelength and as a func-
tion of image plane coordinates. The results were vali-
dated by imaging an incandescent lamp-based radiance
source with a known spectrum.

diffuserexit slit
grating
turret camera

turntablefilter wheel

monochromator

parabolic mirrors

entrance slit
radiation
source

baffle

Figure 1: Measurement setup.

The setup was used in characterising the spectral responsivity of a Fabry-P·erot-interferometer-based hyperspec-
tral camera. The results show that the bandwidth and the centroid wavelengths of the channels change across
the image plane, and that some of the channels have regions of sensitivity outside the main channel. Channel
centroid wavelengths shift up to 1.5 nm when moving from the image centre to edges of the image, as shown
in �gure 2. The bandwidth of the channels changes by up to 10% in the image area and with different patterns
for each channel. The validation of the results yielded a root mean square error of 3.6% between the reference
and the measured spectral power distributions. The expanded uncertainties (k = 2 ) for the measured cam-
era channel characteristics, namely bandwidths, sensitivities and wavelengths, were 7.9%, 9.5% and 0.64 nm,
respectively. The measured spectral responsivities of the channels are shown in �gure 3.

The results con�rm the viability of the measurement setup for hyperspectral camera calibrations. A more ad-
vanced calibration facility will be implemented at the Metrology Research Institute based on the described
setup.
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Figure 2: Wavelength shift in the image plane.
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Figure 3: Relative spectral responsivities of the measured camera channels.
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Paper and paperboard are made of  paper machine furnish which consists of water suspended mixture of paper 
pulp and various additives. Paper pulp consists of cellulose fibers extracted from trees and additives may 
include dyes or inorganic fillers like kaolin, calcium carbonate, talc or titanium dioxide, for example. One of 
the most important control parameters of paper making is the total mass fraction, or total consistency, of the 
furnish which is defined as a mass percentage of all solid material of the furnish. Today, there are a number of 
commercial online instruments which measure the mass fraction. Measurement principles may include, for 
example, attenuation and scattering of optical signals, the attenuation of microwaves or mechanical shear force 
detectors [1]. Besides the total mass fraction, modern paper making needs online information about mass 
fractions of fibers and fillers separately. Some experimental optical methods are capable of providing separate 
mass fractions but may not be practical for industrial use [2, 3]. Alternatively, the existing optical online 
instruments can be tuned to provide separate fiber and filler mass fractions. However, the wide variation in 
fiber and filler materials make this kind of tuning very complex and difficult to conduct reliably. For example 
depending on fiber physical dimensions, fibrillation and the amount of fiber fines may lead to widely different 
results with optical methods. One possible solution would be to utilize quality information about the fibers and 
then resolve their effect on optical mass fraction sensors by using precise optical modelling based on the 
material properties. In this work, we have studied the 
necessary preconditions for this kind of approach by 
comparing experimental scattering properties of ideal and 
natural (deformed) fibers and theoretical values based on their 
size distribution as a function of the mass fraction. 

Cylindrical fibers with their diameter in the micrometer size 
scale interact with light via elastic scattering and absorption 
which can be modelled with the Mie scattering theory [4]. Mie 
scattering provides solutions for the scattering and absorption 
properties of spherical or infinite cylindrical particles as a 
function of the wavelength, particle radius and complex 
refractive index. Cellulose fibers used in paper making, 
however, are far from ideal cylinders and they suffer from 
deformations such as bending, flattening, axial twisting or 
kinks when compared with ideal cylinders. Simple cylindrical 
scattering models cannot explain the scattering properties of 
single fibers. Furthermore, the orientation angle of the fiber 
axis with the incidence light affects the scattering efficiency 
and cross section of the fiber. We assume that the effects of 
structural deformations and orientation on the bulk scattering 
properties of pulp can be taken into account if we treat the 
diameter and orientation as probability density functions and 
integrate Mie solutions over them. With this approach, we can 
predict the bulk scattering properties of fiber suspensions as a 
function of the mass fraction.  

In order to test our assumption we chose cellulose fibers 
(bleached Nordic pine) used in paper mill and artificial rayon 
fibers to represent deformed and ideal cylindrical particles as 
shown in Figure 1. We determined their cross sectional 

Figure 1. a) Natural cellulose fibers 
resembling flattened deformed cylinders and 
b) near ideal cylindrical artificial rayon 
fibers. 
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Traceability to the SI metre is the basis for dimensional measurements in the nanoscale. Atomic Force Micro-
scopes (AFM) are used to measure surface features with subnanometre resolution. Unidirectional measure-
ments, e.g. of grating pitch and step height, are partly self-compensating and can also reach sub-nanometre
uncertainty [1]. However, fully 3D measurements in nanoscale introduce a number of uncertainty sources,
most notably probe geometry effects, probe-sample interaction and probe positioning control [2]. Thus, the
existing level of 5 nm uncertainty falls short of the requirements of industry and research.

A metrological atomic force microscope (MAFM) has been developed at MIKES [3], featuring direct tracea-
bility to the SI metre via laser interferometry. The new setup has large measurement range (950 µm × 950 µm
× 100 µm). The development done under the EMPIR initiative’s 3DNano project [4] also brings us closer to
truly 3D measurements of vertical and lateral surface features. To achieve this goal, measurement uncertainty
will be reduced to below 1 nm.

Uncertainty components of the MAFM are characterized experimentally, and the total uncertainty budget is
evaluated by Monte Carlo sampling on a virtual AFM (VAFM, a numerical model of the system). The VAFM
is a numerical model of the physical system, implementing the key physics affecting the measurement, e.g.
parasitic rotations in linear movement.

Monte Carlo uncertainty estimation can be extended to include any number of uncertainty components without
added complexity. Initial results validate the method by
comparing existing results against model evaluation on ex-
isting data. A conceptual model of the VAFM is produced,
to serve as documentation and design aid.

The new setup allows measurements of large areas, which
makes it more suitable for measurements of e.g. optical
components and surface roughness. That will improve
measurement uncertainty and fill the gap between MAFM
measurement and other traceable surface characterization
methods (e.g. white light inrference microscopy, stylus in-
strument).

This project has received funding from the EMPIR pro-
gramme co-financed by the Participating States and the Eu-
ropean Union’s Horizon 2020 research and innovation pro-
gramme. The work is part of the Academy of Finland Flag-
ship Programme, Photonics Research and Innovation
(PREIN), decision 320168.

Fig. 1: CAD model of the updated MIKIKES MAFM
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A refractive index matching method in water to measure the velocity field around micro-pillars was investi-
gated. The micro-pillars were fabricated from an optical material (MY-133-V2000) whose refractive index 
was 1.333, which is the same as that of water. The fabrication method used was UV imprint lithography 
(UV-NIL) with photolithography with a replica mold. The moving tracer particles on the pillars were meas-
ured by micro-digital holographic particle tracking velocimetry (micro-DHPTV). Because the refractive in-
dices of the pillars and water were the same, the hologram images could be obtained clearly without diffrac-
tion around the micro-pillars. As a result, tracking of particles and measurement of velocity fields using re-
constructed particles could be achieved without optical distortion. The moving particles could be captured 
around the micro-pillars. 

Techniques for three-dimensional velocity measurements are required to detect flow fields in the mi-
crofluidic devices used in bioresearch. In a previous study, an investigation into the mechanism of actin net-
work accumulation was carried out by measuring flow fields in a micro-device with a pattern of PDMS mi-
cro-pillars [1]. The flow field was obtained by digital inline holographic microscopy (DIHM). However, par-
ticle tracking was difficult because of the optical distortion resulting from the difference between the refrac-
tive indices of water and PDMS. Given that water is generally used as the working fluid in biofluidics, the 
refractive index of MY-133-V2000 must match that of water, so that obstacles caused by optical distortion, 
such as those observed with PDMS, can be avoided. In past research, fluid measurements for macroflow [2] 
and nanoflow [3] were successfully achieved via a refractive index matching method [4] using MEXFLON, 
an optical material whose refractive index matches that of water. In addition, MY-134 (n = 1.34) a ultraviolet 
(UV)-curable resin [5], is a potential refractive index matching material. In a previous study, a cell on the 
micro-pillar fabricated by the material in the cell culture liquid (n = 1.338) was observed.  Additionally, the 
calibration plate was fabricated for multilayer nanoparticle image velocimetry using UV nanoimprint lithog-
raphy (UV-NIL) with MY-133-V2000 [6]. The fabrication process involved the use of photolithography and 
UV-NIL with a replica mold. In the present study, we measured three-dimensional flow fields around a mi-
cro-pillar prepared by the abovementioned technique. Figure 1 shows a micro-pillar pattern imaged by 

Fig. 1 SEM image of the microstructures fabricated 
from MY-133-V2000 by the vacuum UV imprinting 
technique 

Fig. 2 Experimental setup for a micro-digital 
holographic PTV system. 
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scanning electron microscopy (SEM). Figure 2 
shows the experimental setup.The equipment 
was the same as that used in our previous study 
[7]. The plate was covered by glass and had mi-
cro-pillars made of MY-133-V2000, whose re-
fractive index is 1.333. A high-resolution digital 
charge-coupled device (CCD) camera (Redlake, 
MotionProX-3; resolution 1024 Ĭ 1024 pixel, 
image 12 ɛm Ĭ 12 ɛm) with an objective lens 
(Nikon, 40Ĭ, NA = 0.55) was used to record 
fringe images of the particles. A neodymium-
doped yttrium lithium fluoride (Nd:YLF) laser 
(Photonics Industries DS20-527, ɚ = 527 nm) 
was used as the light source, which produced a 
pair of laser pulses at a repetition rate of 1 kHz 
with a pulse length of 58 ns and a pulse delay of 
100 ɛs. The polystyrene spherical particles 
(Thermo Fisher Scientific 4010A Polystyrene) 
had a diameter of 1 ɛm and specific gravity of 
1.05. NaCl (10 mM) was added to the particle 
suspensions to enable solid contact between the 
particles and the micro-pillar pattern. The re-
fractive index of the 10 mM NaCl solution is the 
same as that of   water. Particle suspensions or 
10 mM NaCl particle suspensions were dropped 
on the micro-pillar pattern, and the plate was 
covered by a cover glass. Hologram images were 
recorded at a repetition rate of 1 kHz. The parti-
cles were tracked by DHPTV [7]. Hologram images of the micro-pillar pattern is showed in Figure 3. Figures 
3(a) and 3(b) show the micro-pillar patterns of MY-133-V2000 and PAK-01, respectively. Figure 3(c) shows 
the micro-pillar pattern of MY-133-V2000 in the 10 mM NaCl particle suspension, while Fig. 3(d) shows the 
micro-pillar pattern of PAK-01 in the particle suspension. On the one hand, the edge of the micro-pillar pat-
tern of MY-133-V2000 became invisible as a result of refractive index matching when the pattern was im-
mersed in the 10 mM NaCl particle suspension. On the other hand, the edge of the micro-pillar pattern of 
PAK-01 was visible even when the pattern was immersed in the particle suspension. It is clear, therefore, 
that the micro-pillar pattern of MY-133-V2000 can be used for refractive index matching with water. In this 
study, the micro-pillar pattern of MY-133-V2000 was fabricated, and refractive index matching was per-
formed using MY-133-V2000 and water. The particle on the micro-pillar was reconstructed and tracked us-
ing micro-DHPTV [7]. Refractive index matching with water will help in enhancing our understanding of the 
3D flow around microstructures in water. We believe that our method will provide a deeper insight into the 
3D flow around complex microstructures and allow for the detection of flow fields in the bioresearch and 
chemical fields. 
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Fig. 3 Hologram images of microstructures (a) 
fabricated from MY-133-V2000 (dry), (b) fabricated 
from PAK-01 (dry), (c) fabricated from MY-133-
V2000 (underwater), and (d) fabricated from PAK-
01 (underwater). 
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The spectral responsivity of a photovoltaic device is needed for solar cell development and cell analysis. It can
also be used in testing of solar cells, to correct for the spectral mismatch between the light source used in the
measurement from the standardized reference spectral irradiance data. Measurement setups of spectral respon-
sivity have been standardized in [1]. Solar cells can be nonlinear which poses a challenge in measurements.
Differential spectral intensity in biased conditions needs to be measured. Such measurement setups have been
presented in [2 – 5]. The cells measured are biased with incandescent or Xe light sources. Monochromatic
measurement beam is chopped and measured with a lock-in amplifier from the cell output. Combining the bias
light with the measurement beam can be made in an integrating sphere, or the beams can be imposed on the
cell surface.

Fig. 1. Schematic presentation of the differential spectral responsivity setup.

We have developed a measurement setup for differential spectral responsivity of solar cells using towers of
halogen lights (4 ³ 7 ³ 50 W) for bias light, and 30 narrow-band LEDs for measurement (Fig. 1). The bias
lights are used to set radiation conditions close to AM 1.5 (1000 W/m2) as specified in [6]. The measurement
LEDs are mounted in a carousel, guiding one LED at a time to light the cell. The carousel has been earlier used
in measurement of cameras [7]. The LEDs are temperature controlled (Fig. 2) and operated with a modulated
operating current. A lock-in amplifier is used to detect the weak signal from the induced photocurrent of the
solar cell.  The cell to be measured is temperature stabilized to 25 °C with liquid cooling. The photocurrent is
measured with a shunt resistor (2 W) and a source meter keeping the voltage across the cell negligible.

The setup has been fully characterized and tested for measurements. Figure 3 shows the spectra of the meas-
urement LEDs assembled, and a test measurement of a solar cell. As a reference, a trap detector and a precision
aperture is used to measure irradiances of the individual LEDs with the bias lights switched off.

The uncertainty of the obtained differential spectral responsivities over the visible region is 2.5 % (k = 2). This
is mainly dominated by the standard uncertainties of the spatial uniformity of the measurement beam (0.6 %),
gain of the lock-in amplifier (0.6 %), short term stability of the LED source (0.5 %), and the repeatability of
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the measurements (0.5 %). The standard deviation of the spatial uniformity of the bias lighting is 1.7 % over a
solar cell area of 15 ³ 10 cm. The corresponding uniformity for the measurement beam is of the order of 0.6 %
depending on the LED used.  In the UV and IR regions, the non-uniformities are higher.

Fig. 2. Details of the setup. Left: A carousel containing LEDs. The round circuit board in the middle contains
relays used for connecting the electronics to one LED at a time. Right: Four towers containing the bias lights.

Fig. 3. Left: relative spectra of the measurement LEDs. Right: Test measurement of a solar cell.
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Silicon photonics (SiPh) represents a scalable path to the deployment of photonic integrated circuits (PICs)
[1]. The fundamental idea is to integrate a large number of photonic functions in a small footprint on the surface
of a silicon chip. SiPh applies the proven success of silicon microelectronics into photonics.

VTT's PIC platform uses 3µm thick silicon-on-insulator (SOI) waveguides [2] as illustrated in Fig. 1 and
Fig. 2. This platform, known also as “Thick-SOI” is offered by VTT as open access via multi-project wafer
(MPW) runs, dedicated process runs, prototyping and small-to-medium volume production services. The main
benefits of the Thick-SOI platform are low losses (0.1 dB/cm), dense integration (bending radii down to
<2 µm), polarization independent operation, wide wavelength range (1.2–4 µm), ability to tolerate high optical
powers (>1 W) and smooth transition from R&D and prototyping to volume production. Here we show latest
results of some key devices realized on our Thick-SOI platform. We also present device examples to demon-
strate its suitability for sensing and datacom/telecom applications.

Fig. 1. Basic building blocks on Thick-SOI PIC platform:
1) SM rib waveguide, 2) horizontal mirror, 3) rib-strip con-
verter, 4) spot-size converter, and 5) up-reflecting mirror.

Fig. 2. Simulated intensity distributions of the funda-
mental mode fields in a SM rib waveguide (left) and a
strip waveguide (right).

Wavelength (de)multiplexers are versatile components that are crucial for increasing link data-rates in tele-
communication applications by increasing the channel counts but can also be used for optical spectrum sam-
pling in spectroscopic sensors. The usual way to do the multiplexing is either with an arrayed waveguide
grating (AWG) or with an echelle grating (EG). While AWG has the advantage in terms of easy scaling up of
the channel count for low channel spacing values, EG is potentially more compact and better suited for larger
channel  spacing  with  a  comparatively  lower  channel  count.  Fig.  3  A  and  B  show a  schematic  of  a  1  x  11
channel AWG design with 400 GHz channel spacing in the 1550 nm wavelength area (C-band), fabricated in
thick-SOI. Measured transmission characteristics confirm low loss (1.2-2.0 dB) and high extinction ratio
(35 dB) for the measured TE polarization. Similarly, the fabricated EG design (Fig. 3 C and D) centered around
1550 nm show extinction of over 25 dB and low losses in the 1.3-2.5 dB (TE) and 0.9-1.8 dB (TM) range.

A B C D
Fig. 3. Schematic of an 11-channel AWG design (A) with 400 GHz channel spacing and the measured transmission
(B) showing low insertion loss and high extinction ratio in TE polarization. Microscope image (C) of the fabricated
5x1 EG with 800 GHz channel spacing and the measured transmission characteristic (D) in TE polarization.

For light input and output coupling purposes we have developed up-reflecting total internal reflection (TIR)
mirrors integrated at the end of the Si waveguides (Fig. 4). The 45° degree vertical coupling mirror surface has
been realized with wet etching. The mirror to fiber coupling loss has been measured to be below 0.5 dB over
the entire C-band, and for both polarizations. These mirrors are ideal for integration of vertical-cavity surface
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emitting lasers (VCSELs) and detectors on the SOI chips, and also for characterizing device performance with
a wafer-level testing (WLT) setup.

Fig. 4. SEM image of a cross-section of a 45o TIR ver-
tical coupling mirror.

Fig. 5. SEM image of the fabricated horizontal Ge
PDs integrated with 3 µm SOI waveguide

For light detection, we have also developed Ge-based, monolithically integrated PIN photodetectors (PD) on
our Thick-SOI platform (Fig. 5) using the horizontal PD configuration as reported in [3]. Wafer level meas-
urements have shown PD responsivity of about 0.9 A/W with dark current of about 1 µA, measured at -1V
bias. The PDs also show excellent 3dB bandwidth response (>35 GHz).

In the EU project MIREGAS, the platform was used for creating a switchable and tunable light source in the
2.7 to 3.5 µm wavelength range, with a spectral resolution below 1 nm. The mid-IR light source consisting of
an SLED (provided by TAU/ORC) flip-chipped on 3 µm SOI chip is shown in Fig. 6. The 3 µm integrated
optical circuit on SOI contains arrays of optical switches and a wavelength multiplexer.

We have also realized in the Thick-SOI a LIDAR operating at 1.55 µm, the design is shown in Fig. 7. The
beam can be steered horizontally by changing wavelength. The LIDAR is edge emitting and only requires a
cylindrical lens to reduce vertical beam divergence.

In the EU project PASSION, the platform is used for creating a 40 channel transmitter module capable of up
to 2 Tb/s transmission rates. The chip incorporates four AWG multiplexers, coupled to arrays of VCSELs via
the up-reflecting mirrors. A picture of the fabricated chip is shown in Fig. 8.

We have demonstrated that the Thick-SOI platform can be used in a wide variaty of applications, ranging from
telecom and datacom to mid-IR gas sensing.  For  low-cost,  low-barrier  access  the platform is  offered as  an
MPW service, with full support for scaling up to volume production.

Fig. 6. Mid-IR tunable light source
consisting of an SLED integrated on
Thick-SOI. Chip size 5×10 mm.

Fig. 7. Wavelength tunable
LIDAR design. Component
size is 1 mm×2mm.

Fig. 8. 40 channel transmitter chip for
2 Tb/s. Chip size 20 × 20 mm.
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Palm oil, a highly nutritious dietary oil and currently the most used edible oil in the world, is found to contain 
Sudan IV dye as hue enhancer. Sudan IV dye is an industrial dye that is used fraudulently in enhancing the 
color of palm oil due to its wide availability, low cost, and intense hue. Due to their proven carcinogenicity 
and mutagenicity, it is banned as food additives [1]. Yet this problem is still prevalent in developing countries, 
The Ghana Food and Drugs Authority (FDA) through a communique in October 2015, cautioned the public of 
the distribution and sale of Sudan IV dye adulterated palm oil adulterated in the open market. This was after 
98 % of the samples collected from sellers in different markets in Accra region in Ghana for testing, showed 
positive results to Sudan dyes. The method used in identifying these adulterations are usually laboratory based 
and requires high level of expertise in operation and interpretation of results. We propose a method based on 
the principle of surface-enhanced Raman spectroscopy in authenticating and detecting Sudan IV dye adulter-
ation of edible palm oil from Ghana. We then apply principal component analyses on classical transmission 
spectra to confirm the results. This method provides a quick, less expensive, ready and easy-to-use platform 
in its operation. 

A substrate functionalized with silver nanoparticles (AgNPs) is used in this work. Its fabrication is detailed in 
[2]. In this method, a silicon wafer is periodically and systematically dipped in two 5 mM precursor solutions 
of silver nitrate (AgNO3) (Sigma-Aldrich, 99 % purity) and sodium chloride (NaCl) (Sigma-Aldrich, 99.8 % 
purity), see Fig. 1. (a), to produce silver chloride particles. This is an intermediary step to prevent tarnishing 
of the AgNPs. The growth rate and size of the AgCl particles depends on the dipping cycles, concentrations of 
the precursor solutions and the duration of each dip. For this work, we used 1.5 s per dip and submersion cycle 
of 50. The AgCl particles produced are not SERS active they are made as such by exposing section of the AgCl 
to about 5 mW of laser power for about 2 min (see Fig. 1(b)), to reveal fresh AgNPs for measurements. The 
FDA provided the samples used in the study.  

                        
(a)                                                       (b) 

Fig. 1. Schematic flow chart of the substrate production: (a) AgCl fabrication process and (b) photo reduc-
tion process to reveal fresh AgNPs for measurement. Adopted from [2]. 

The SERS profile of analytical grade palm oil (STDPO), Sudan IV dye, and four of the Ghanaian samples 
(labelled as FDA1-4) is measured with a 514 nm laser, power of 50 µW and acquisition time of 10 s. Fig. 2 
shows the spectra of Sudan dye and Ghanaian samples. The Raman spectral peak at 1389 cm-1 was the main 
identifier peak used in the authentication to predict adulteration in the Ghanaian samples. We were able to 
detect traces of Sudan IV dye adulteration in all the palm oil samples from Ghana as indicated by the FDA. 
This method provides a quick, ready-to-use, on demand, and less expensive platform in determining adultera-
tion, saving time and money. 
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Comet Interceptoris a recently-selected F-class mission to a dynamically-new Solar System object. Enabled
by recent advances in observational surveys which will cover the sky more deeply, coherently and rapidly, the
spacecraft will be parked at the Sun�Earth Lagrange Point L2 waiting for a suitable target to be discovered. It
will be a multi-element spacecraft comprising a primary platform which also acts as the communications hub,
and sub-spacecraft, allowing multi-point observations around the target during a �yby. The B1 sub-spacecraft
is proposed by University of Tokyo and JAXA. The B2 sub-spacecraft will carry OPtical Imager for Comets
(OPIC) whose goal is mapping of the nucleus and its dust jets at visible and infrared wavelengths. Here we
present the preliminary design and considerations. The instrument is named after an Estonian astronomer Ernst
¤Opik who proposed a reservoir of comets which is now called the¤Opik�Oort cloud, from where theComet
Interceptortarget would originate.

Fig. 1. Left: Comet Interceptoroverview. Right: A simulated view from the OPIC on-board the B2 spacecraft
travelling at 65 km/s with respect to the comet. Full animation: https://vimeo.com/321107967/bca114809a

The visible (VIS) camera will be a monochrome imager with a wavelength range of 400�800 nm, while the
near-infrared (NIR) camera will be a spectral imager capable of imaging the comet at 5�20 different wavelength
bands in the 1000�1600 nm region with the spectral resolution of 20 nm. The spectral imaging is realized with
a tunable passband �lter. The effective aperture for both cameras is in the range of 1.5�3 cm. The OPIC
instrument will provide images continuously as the B2 spacecraft approaches the comet.

As it is considered too risky to point the cameras directly at the direction of travel, OPIC will be pointed to
the side of the spacecraft (i.e., perpendicular to the �ight direction) and a folding mirror is used to point the
instrument towards the �ight direction (similar to a periscope). During the closest �yby, the mirror is moved
aside and, if the �yby geometry allows, the instrument will point sideways to the comet as the B2 �ies past the
closest approach.
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