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Preface

The 13th Japan-Finland Joint Symposium on Optics in Engineering (OIE) will take place on
26-30 August 2019 in two locations: The Otaniemi campus of Aalto University in Finland and
the historical city of Tallinn in Estonia. The first two days of the symposium will be held on the
campus of Aalto University in Finland. The campus is designed by the renowned Finnish
architect Alvar Aalto. The latter half of the symposium will be held in Tallinn, Estonia. The old
town of Tallinn is listed as UNESCO World Heritage Site.

We will have a tightly packed scientific program which is designed to allow many possibilities
for detailed discussions between the participants. This international symposium gathers
together the best scientists working in the field of optics in Japan, Finland and Estonia.

On behalf of the OIE Committee I welcome all of you to the Symposium!

Erkki Ikonen

Aalto University

General Chair of the OIE 2019

OIE 2019 sponsored by Aalto University, City of Espoo, and Optical Society of Japan
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ICEMET – a sensor for in-cloud icing condition monitoring 

Ville A. Kaikkonen1, Eero O. Molkoselkä2 and Anssi J. Mäkynen2 
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Monitoring of icing conditions in cold regions has gained more interest in recent years, mainly due to the rapid 

increase in wind power [1]. To model atmospheric icing, one would need to know liquid water content (LWC), 

droplet concentration and the droplet size distributions (DSD), but now there is no standard way of measuring 

these parameters for the low-level clouds [2]. In this paper, we present a novel instrument for measuring droplet 

size distributions (DSD) and liquid water content (LWC) of icing clouds [3]. The measurement principle of 

the instrument is lensless point source digital holographic imaging. In this paper, we present the ICEMET-

sensor and show results from field measurements. 

The ICEMET-sensor is based on capturing the digital in-line holograms of cloud droplets and ice crystals. The 

in-line configuration is the simplest of holographic imaging geometries to implement. It produces diffracted 

shadow images from the objects located between 

the coherent light source and the detector screen. 

A holographic in-line imaging system can be im-

plemented as a lensless imaging system, making 

the design simple and very robust, the latter an im-

portant factor when designing optical instruments 

for harsh environmental conditions. By using a 

visible wavelength laser diode as a coherent and 

divergent point source of light, the geometrically 

magnified holograms of the droplets can be rec-

orded using a conventional and cost effective dig-

ital camera detector. The magnification of this 

type of hologram recording geometry at different 

distances from the laser can be simply calculated 

using the parameters in equation 1. The basic im-

aging geometry including the protective windows 

and droplets inside the imaging volume is shown 

in Fig. 1.                                                                   

     Fig. 1. A lensless in-line holographic imaging geometry.  

 

                                            𝑀 =
𝑍𝑃𝑆 𝑡𝑜 𝐷𝐸𝑇

𝑍𝑃𝑆 𝑡𝑜 𝑂𝐵𝐽
⁄        (1) 

 

The measurement volume, where the droplets are measured by the sensor, is located in the upper part of the 

sensor, see Fig. 2. The ICEMET-sensor was designed as a freely rotating construction. By the wing on the 

backside, it aligns itself against the wind so that the cloud droplets would always pass the sensor in optimally 

– orthogonally in the direction of the laser light. The sensor is mounted on a support arm from the bottom, the 

height of the sensor is 53 cm without the support arm. The weight of the sensor is 8 kg. The sensor is kept free 

from ice with heating elements with the total power of 500 W. Heating of the sensor is controlled by an ad-

justable digital thermostat controller and additional overheating protection thermostats are installed. Two sym-

metrical heads with knife-edge rims house the laser and the image sensor. The measurement volume is defined 

between the two protective windows in the middle of the two housing. The volume imaged in a single hologram 

is 0.5 cm3. The maximum frame rate of the sensor is 6 fps, resulting in a maximum sampling of approx. 3 

cm3/s. The diameters of cloud droplets that can be measured with the sensor are 5 to 200 microns.  

1



The sizes of the droplets are measured by first numerically reconstruct-

ing image slices at different positions between the laser and the image 

detector, then segmenting droplets and finding the best focus of each 

droplet in the segmented sub-windows. Then the reconstructed shadow 

images of the droplets are binarized and the diameters and other shape 

parameters are calculated from the binary images. After processing a 

statistically valid amount of particles, typically a period of one minute, 

the LWC is calculated. From the acquired DSD, the median volume 

diameter (MVD) typically used in icing modelling is calculated. MVD 

is a non-real droplet diameter, which defines the middle point of the 

water content of the whole measured DSD. The result from an icing 

event measurement on a wind turbine nacelle in Kivivaara-Peuravaara 

Wind Park, located in Suomussalmi, Finland, is shown in Fig. 3. The 

interval between the measurement points is 3 minutes. The rising of 

the LWC and MVD can be clearly seen from the plot as the icing cloud 

passes by the wind turbine. 

The ICEMET-sensor is an instrument designed for evaluating present 

icing conditions in real time. In future, we aim to deploy more sensors 

in the field to gather enough data to help making weather forecasts, 

especially icing forecasts, more accurate. In industrial applications, the 

aim is to use the data provided by the sensor to improve the production 

of wind turbines in icing conditions. Monitoring present icing condi-

tions near structures prone to icing, such as power line networks, would 

also benefit from the early warnings of hazardous icing conditions. 

                Fig. 2. An unmounted ICEMET-sensor 

 

 

Fig. 3. LWC and MVD measured from Kivivaara-Peuravaara wind park on 20th and 21th of March 2017 

 

References 

 

1.  Parent, Olivier, and Adrian Ilinca. "Anti-icing and de-icing techniques for wind turbines: Critical review." Cold re-

gions science and technology 65.1 (2011): 88-96. 

2. Krenn, A., et al. "Available technologies for wind energy in cold climates." International Energy Agency Wind Task 

19 (2016). 

3. Kaikkonen, V., Mäkynen, A., Arstila T., Kananen, T. 2018, Freezing of structures caused by cloud droplets, 

WO2018220268, viewed 29 April 2019, retrieved from Espacenet 

Measurement volume 

2



Hyperbranched polymer nanocomposite gratings 
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Holographic photopolymers have been investigated extensively for their use in photonics and information 
display such as holographic data storage, holographic optical elements, narrowband optical filters, GRIN 
lens, sensors, electrically switchable Bragg gratings, and three-dimensional and headup/headmount displays. 
These applications generally require a large saturated refractive index modulation amplitude (Dnsat) to 
achieve high diffraction efficiencies (h) near 100%, high recording sensitivity and high dimensional stability 
(i.e., mitigated polymerization shrinkage and low thermal changes in film thickness and refractive index). 
Other conditions such as wide acceptable angles (i.e., wide Bragg apertures) are also demanded for some 
display and diffractive device applications. Since 2002 we have developed a new type of nanocomposite ma-
terial system, the so-called photopolymerizable nanoparticle-polymer composite (NPC), in which either in-
organic or organic nanoparticles having a large refractive-index difference between nanoparticles and the 
formed polymer are dispersed in photopolymer [1]. In this summary we report on the development of a new 
photopolymerizable NPC material that consists of ultrahigh refractive index hyperbranched polymer (HBP) 
acting as organic nanoparticles, together with an electron-donor/acceptor photo-initiator system, dispersed in 
a monomer blend including an alkyl substituted acrylate. We also investigate the volume holographic record-
ing properties of photopolymerizable HBP-dispersed NPC films at a recording wavelength of 532 nm. 

 

Our newly synthesized HBP containing triazine and aromatic ring units was prepared by the polycondensa-
tion of a diamine monomer with 2, 4, 6-trichloro-1, 3, 5-triazine in N, N-dimethylacetamide, followed by the 
end-capping reaction with aniline [2]. The average size of the HBP was estimated to be approximately 12 nm 
by a small angle X-ray scattering method. The heterogeneity index was 4.4 that was estimated by the gel 
permeation chromatography. The glass transition and decomposition temperatures were 200ºC and 430ºC, 
respectively. The refractive index (n) of the HBP was found to be 1.82 at a wavelength of 532 nm. The ultra-
high value of 1.82 is attributed to the incorporation of triazine and aromatic ring units to the HBP structure 
and is much higher than those of our previously reported poly(ethyl methacrylate) HBP (n=1.51) and poly-
styrene HBP (n=1.61) [3]. Its molecular structure is shown in Fig. 1. We employed a monomer blend consist- 

 (a)                                             (b)                                                (c)                                      (d) 
 

 

 

 

 
(e)                                             (f)                                             (g)                                      (h) 

 
Fig. 1. (a) The synthesized HBP, (b) 4HBA, (c) A-DPH, (d) RB, (e) NPG, (f) THF-A, (g) NVP and  (h) Irgacure784.  
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ing of a single functional alkyl substituted acrylate as host monomer (4HBA) and a multifunctional di-
pentaerythritol polyacrylate (A-DPH) as crosslinking monomer. We also added an electron-donor/acceptor 
photoinitiator system consisting of Rose Bengal (RB) and N-phenyl glycine (NPG) at their appropriate ratio 
to the monomer blend. These chemical structures are also shown in Fig. 1. It is known that a photoexcited 
RB acting as an electron acceptor  forms an encounter complex with NPG acting as an electron donor. Such 
a complex in the excited state finally dissociates into one ionic radical pair, an anionic RB radical (RB•-) and 
a cationic NPG radical (NPG•+).  The former acts as an inhibition radical, while the latter is continuously de-
composed into  the phenyl-amino-alkyl radical (PhNHCh2

•) as well as a proton and a carbon dioxide by de-
carboxylation [4-6]. This phenyl-amino-alkyl radical acts as an initiation radical for chain-growth polymeri-
zation under green light illumination. The mixed syrup was cast on a glass substrate loaded with a 5-µm 
spacer and was covered with another glass substrate to prepare NPC film samples. It is referred to as Sample 
#1. A similar NPC film sample was also prepared, consisting of the same HBP and a monomer blend consist-
ing of N-vinylpyrrolidone (NVP), a tetrahydrofurfuryl acrylate (THF-A) and A-DPH with titanocen photoin-
itiator (Irgacure784) [2], as referred to as Sample #2, to compare their holographic recording performance 
with that of Sample #1. 
 

We employed a two-beam interference setup to write an unslanted and plane-wave transmission volume grat-
ing at grating spacing of 1µm with two mutually coherent s-polarized beams of equal intensities from a di-
ode-pumped frequency-doubled Nd:YVO4 laser operating at a wavelength of 532 nm. A low-intensity s-
polarized He-Ne laser beam operating at a wavelength of 633 nm was employed as a photoinsensitive 
readout beam to monitor the buildup dynamics of an NPC grating being recorded. We defined h was defined 
as the ratio of the 1st-order diffracted signal power to the sum of the transmitted 0th- and the 1st-order dif-
fracted beam powers. The effective thickness of an NPC film sample was estimated by curve fitting of a 
Bragg-angle detuning dependence of the saturated h to Kogelnik's formula, by which the buildup dynamics 
of Dn was determined. Figure 2 shows a photograph of a recorded NPC grating of Sample #1 at HBP con-
centration of 23 vol.%. Figure 3 shows the buildup dynamics of Dn for Samples #1 (HBP 23 vol.%) and #2 
(HBP 27 vol.%) at 532 nm. It can be seen that Sample #1 possesses the largest value for Dnsat as high as 
0.045 and the lowest optimum recording intensity of 5 mW/cm2. It is approximately a two-fold increase in 
Dnsat and a fifteen-fold reduction in recording intensity as compared with those of Sample #2. Our obtained 
result is promising for an application to wearable glasses and head-mounted display for augmented and 
mixed reality [7]. 

 
Fig. 2. Photograph of a recorded plane-wave 	 	 	 	 	 Fig. 3. Buildup dynamics of Dn, where optimum  
transmission grating.  	 	 	 	 	 	 	 	 	 	 	 	 	 	 recording intensities are shown in the parenthesis. 
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Titanium dioxide (TiO2) is a well-known semiconductor material with photocatalytic activity. Fujishima and 

Honda [1] demonstrated water splitting into hydrogen and oxygen in a seminal work in 1972 by irradiating 

TiO2 electrode with an ultraviolet A (UVA) light that initiated a vast research of photocatalysis. TiO2 is non-

toxic and has a good stability but the anatase crystalline form has a rather large bandgap of 3.2eV (~387 nm) 

in the UVA range. Moreover, TiO2 has a high refractive index and limited light absorption due to reflection 

with a fast charge carrier recombination [2]. Therefore, a trend in recent research has been to shift the light 

absorption into the visible range. Enhanced photocatalytic activity in visible range can be used for solar-

driven artificial photosynthesis and solar cells with a higher efficiency that may provide solutions for substi-

tution from the current fossil fuel based economy into a more sustainable solar economy. 

There are different approaches for solving this problem. For example, TiO2 doping with noble metal nano-

particles (Au, Ag, Pt) or preparation of TiO2 based nanostructures (nanotubes, nanorods, nanobelts) have 

been suggested. Recently, TiO2 inverse opal (TiO2 IO) photonic crystal structures have attracted attention due 

to its excellent properties such as photonic band gap, slow light photons, and localized photons [3]. TiO2 IO 

has a three-dimensional ordered porous structure with a large specific surface area and optical properties as-

sociated with photonic crystals. Furthermore, TiO2 IO photocatalytic activity can be enhanced by doping 

with noble metals such as silver or gold together with long interaction times due to slow light in photonic 

crystal.  

In this study, TiO2 IO structures were prepared and loaded with different nanoparticles for enhanced photo-

catalytic activity. TiO2 IO was prepared using three well-known steps: first, self-assembly of polystyrene 

(PS) microspheres followed by infiltration of TiO2 precursor. Finally, by calcination the PS particles were 

removed that also converted TiO2 into the anatase crystalline form [4]. Three types of nanoparticles were 

prepared by hydrothermal method; gold, silver and gold-silver core-shell nanoparticles (AuNPs, AgNPs and 

Au-AgNPs) [5]. Nanoparticles were deposited into TiO2 IO on glass substrate by casting on three solutions 

containing the same amount of above-mentioned nanoparticles. By slow evaporation in the oven and capil-

lary forces, nanoparticles were successfully deposited into TiO2 IO structure.  

Historically photocatalytic activity has been characterized using an indirect method based on a color trans-

formation of an optical dye such as methylene blue (MB) [6]. However, this method should not be used for 

photocatalytic activity measurements (especially at a visible range), as the incident light itself can bleach the 

used dye and therefore, induce an erroneous result [7]. Therefore, in this work the photocatalytic activity is 

measured using an in-house built detector for gas-phase oxidation of organic compounds such as acetylene 

(C2H2). The mineralization of carbon compounds into CO2 can be directly and simply measured by monitor-

ing the rate of CO2 increase in the reaction chamber. Additionally, the gas-phase detection removes all me-

chanical stresses induced by liquid phase methods. 

TiO2 IO has a relatively uniform structure as shown in Fig. 1(A). However, the sample surface had some de-

fects and cracks, which may affect the photocatalytic activity. The observed pore size was around 350 nm. 

The used PS spheres had a diameter of 400 nm, which indicates a shrinkage of approximately 12 – 13% dur-

ing the calcination process. The crack formation mainly originates from shrinking and infiltration process. It 

should be noted that overlayers were not observed from the top view of the structures. The loading of noble 

metal nanoparticles was performed successfully, and the size distribution of loaded NPs is rather narrow. 

Figure 1 A inset shows the SEM image of TiO2 IO structure with Au-AgNPs. It can be clearly seen that the 

rims of hexagonal structure are covered with small Au-Ag NPs with diameter of 30 – 50 nm. Agglomerated 

nanoparticles were found inside the honeycomb structure with diameter of 70 – 90 nm. Similar nanoparticles 

coverage was also observed for TiO2 IO loaded with Au and Ag NPs. 
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Fig. 1. (A) SEM image of TiO2 IO structure with Au-Ag nanoparticles, (B) oxidation of C2H2 into TiO2 IO 

structures with various noble metal nanoparticles loading. 

The nanoparticle formation was confirmed by energy-dispersive X-ray spectroscopy (EDS) and ultraviolet-

visible (UV-vis) spectroscopy. EDS mapping technique as well as characteristic absorption band confirmed 

the nanoparticle formation.  

The photocatalytic activity was measured using an in-house built photocatalytic reactor. TiO2 IO with nano-

particles were exposed to the UVA light (λex=365nm, 100W lamp intensity) in reactor. Acetylene undergoes 

a photocatalytic oxidation on TiO2 IO surface, and CO2 produces. The photocatalytic activity can be charac-

terized from the observed CO2 increase. Figure 1(B) displays the measured photocatalytic activity of TiO2 IO 

loaded with different metal nanoparticles. The lowest activity (22 ppm) was observed with pure TiO2 IO 

without nanoparticle loading while TiO2 IO with nanoparticles have an increased activity. The highest activi-

ty (36 ppm) was observed with TiO2 IO loaded with Au-AgNPs with an increase of 60% in the activity. This 

is probably due to a higher capability of Au-AgNPs on TiO2 IO for generating electrons and holes.  

As a summary, in this work an infiltration approach was used for preparation of TiO2 IO. However, a disad-

vantage of the method is the difficulty of forming large-area crack free films as during the infiltration step 

the probability for crack formation is very high. Our future research work will focus on crack-free method 

for inverse opal formation on large (100 µm × 100 µm) area including heterostructures such as TiO2/ZrO2 IO 

structures. Furthermore, visible light activated photocatalysis will also be studied in the presence of plas-

monic metal nanoparticles.  

FT wishes to thank the Finnish Cultural Foundation for a research grant. JJS acknowledges the UEF Faculty 

of Science and Forestry 184 (Grant No. 579/2017) for the financial support. 
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Frequency-Modulated Continuous-Wave (FMCW) technique has been introduced into digital holography 
(DH) using an injection-current-induced frequency modulation of a commercial laser diode (LD). Since the 
frequency of beat signals observed in the hologram intensity variation recorded by a high speed camera 
depends on the optical path length difference between the reference and the object light waves, a polarization 
state of object wave transmitting through a transparent sample was investigated using two orthogonally 
linearly polarized reference waves having the different optical path lengths. 

Recently, the FMCW technique has been introduced into digital holography (DH)[1,2]. In the method, a 
series of digital holograms are recorded during the frequency modulation period of a LD and the temporal 
Fourier analysis is applied to extract the object wave from the series of the recorded holograms. The image 
of a coin having a diffusely reflecting surface can be obtained based on the FMCW technique [1]. The 
position resolution of digital holography based on the FMCW technique depends on the frequency 
modulation bandwidth in the light source. The digital holographic microscope with a swept light source 
having the modulation bandwidth of more than 70 nm has been successfully demonstrated to image a swine 
sperm cell [2]. In this paper, to record and analyze the polarization state of the object wave transmitting 
through a transparent object, a Jones vector of a polarized object wave is determined by using two 
orthogonal linearly polarized reference waves having different optical path lengths.  

Figure 1 shows the optical configuration for the polarization analysis. A LD with a wavelength of 782.4 
nm whose optical frequency was modulated with a sawtooth function was used. The frequency modulation 
bandwidth of f = 19.6 GHz was achieve by changing the injection current of 7.0 mA. A period of the 
modulation signal was set at 1.0 s. Temperature of the LD was held to be constant at 25.0Ԩ by using a 
temperature controller. By using a polarization beam splitter (PBS), the frequency-modulated laser beam was 
split into two orthogonally linearly polarized beams traveling different optical paths: 368 mm for the 
horizontally and 445 mm for the vertically polarized beams. The difference in their optical path length 
generates the different beat frequencies in their holograms. Holograms between the object and the two 
reference beams were recorded for 1.0 s by using a high speed CMOS camera with 1024 × 1024 pixels at 
500 fps. The pixel size of the CMOS camera was 13.68 × 13.68 m2. A series of holograms were subjected 
to the further signal processing for the reconstruction. To observe the variation in the polarization state of 
object beam, the transparent PMMA ring having the outer (inner) diameters of 14.0 (3.0) mm and the 
thickness of 5.0 mm was set after QWP3 in the object optical path. The distance between the object and the 
CMOS camera was 215 mm.  

 

 

 

 

 

 

 

 

Fig. 1  Optical configuration for the polarization analysis: ISO, optical isolator; NE, laser power controller; H(Q)WP, 
half (quarter) wave plate; SF, spatial filter; BS, beam splitter; Obj, object (PMMA ring); Pol, polarizer; CMOS, high 
speed CMOS camera. 

10.0 mm 

Object 
(PMMA ring) 
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Figure 2 shows the reconstructed intensity and the phase images of the object wave recorded with the 
horizontally polarized reference wave before and after tightening a vice. By tightening the vice and 
compressed the PMMA ring, the patterns of the phase distributions are different between before and after 
tightening the vice. This is due to the induced birefringence of PMMA by applying stress to the sample. To 
see the variation in the polarization states before and after tightening the vice, the polarization state of the 
object wave was obtained and the polarization states of the typical points are shown in Fig. 3. As seen in Fig. 
3, the polarization states of the object wave changes after tightening the vice. By compressing the PMMA 
ring with the vice, the polarization states were varied due to the stress induced birefringence in the PMMA. 
The results show the stress-induced variation of polarization states in the object wave by using the proposed 
FMCW-DH method. 

 

 

 

 

 

 

 

Fig.2 Reconstructed intensity and phase images of the object recorded for the horizontally polarized reference wave: (a) 
before and (b) after tightened with a vice. 

 

 

Fig. 3  Polarization states of the object wave before and after tightened by the vice. 

 

Two orthogonally linearly polarized reference waves having the different optical paths have been 
introduced into the FMCW-DH system. By using the Jones matrix imaging [3-5], the polarization state of the 
object wave has been obtained. The technique was also applied to investigate the photoelastic effect in the 
stressed PMMA sample. It has been shown that the proposed technique can be used to investigate the 
polarization state of the object wave and to analyze the photoelastic analysis 
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1. Introduction 

The single-pixel imaging architecture [1-2] is composed of optical coding masks, a photodetector, and a decoding calcu-
lation. The biggest feature is simple optics and simple electronics because it can perform an imaging without an image 
sensor. The implementation with a simple photodetector for the light detection gives wide opportunity for developing a 
new imaging system. Especially, it is very effective when an image sensor with a sufficient performance cannot be avail-
able for a given budget or in a frequency region that an image sensor is not existed at present. Recently it was extended 
to a complex amplitude to get a complex amplitude imaging [3]. The spectral imaging [4, 5] can be performed without a 
special technique only by replacing from the photodetector to a spectrometer. The coding masks are mostly implemented 
by a liquid crystal spatial light modulator (LCSLM) and a digital micromirror device (DMD). The spectral property of 
these devices gives a limit in the spectral imaging. The key idea of this study is that the coding mask is made of hole 
arrays drilled in a plate. It has no wavelength dependence except for an optical absorption of air. The hole arrays are 
placed on a disk that is rotated to change the cording mask. It is also possible to operate the rotation with a hand.  

 The coding masks are made of holes arrays drilled in a plate, which is the key idea in this research. The most important 
feature of the light modulation using holes is no wavelength dependence except for an optical absorption of air. In addition, 
it has an easy and low-cost fabrication. The hole arrays are placed on the circumference of a disk that is rotated to change 
the cording masks.  
	

2. Experimental setup 

Figure 1 shows an experimental setup for the single-pixel spectral imaging. The experimental setup was composed of an 
illumination light source, coding masks on a rotational disk, a spectrometer, a set of relay lenses, a laser, and a computer. 
A transmissive object was illuminated with white light generated by a halogen lamp (MHAB-150W-100V，Moritex). 
The light passing through the object was imaged on a coding mask and spatially encoded by the coding mask. The disk 
was rotated with a motorized rotation stage to evaluate the system performance. The arrangements of the holes were the 
pseudo-Hadamard matrix that the value of -1 was changed to the value of 0. Therefore, the first pixel had a lot of noises. 
The disk had another hole at the symmetric position of each mask for indicating the position of the light detection (a 
position indicator) illuminated by a He-Ne laser. The encoded image was detected by a fiber-based spectroscope (C7473, 
Hamamatsu) through the relay lenses. The spectral range was from 200 nm to 950 nm with the resolution of < 2 nm. The 
spectrum was continuously detected at the minimum sampling period of 19 ms while the disk was rotating, and the in-
tensity for each mask was extracted by referring the position indicator signal. Finally, the inverse matrix calculations were 
performed at each wavelength. 
  

 
Fig. 1 Experimental setup. 
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Figure 2 shows an object and the reconstructed spectral images. The object shown in Fig. 4(a) was made of plastic color 
films with different spectral transparencies, which were put on the frame. The spectral images fat 500, 600, and 700 nm 
are shown in Fig. 4(b). Figure 5 shows the spectrum of the red film from 300 nm to 750 nm. The red curve was obtained 
by an ordinary spectroscopy. The dots were obtained by the single pixel spectral camera. They were well agreed. The 
measurement RMS errors were 2.82% on the red film, 5.12% on the blue film, and 2.28% on the blue film. 
 We developed a new implementation method of a single-pixel camera for spectral imaging. The optical coding masks 
were composed of holes on a substrate, and arranged on the circumference of a disk enables us to switch with a rotation 
of the disk. The main features are small wavelength dependence other than air for wideband spectral imaging, and the 
simple structure. The spectral imaging for a sample composed of three color films was demonstrated, and the measure-
ment accuracy of the present system was less than 3% at red channels. The spectral range from 300 to 750nm depended 
on the performance of the spectrometer we used. The next subjects of our single-pixel spectral camera will be to improve 
the detections speed and the spatial resolution. 
 

 
(a) 

 
(b) 

Figure 2 (a) Object made of plastic color films with different spectral transparencies. (b) The spectral images at 500, 600, 
and 700 nm. 
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The classic literature on spectral imaging talks about the “efficiency” of different architectures, such that the
Fourier transform and Fabry-Perot spectrometers are mentioned as having the Jacquinot (throughput) advantage
(or freedom from an exit slit), and the Fourier transform and Hadamard transform spectrometers as having the
Fellgett (multiplex) advantage. However, it is not widely realized that modern detector technology has obsoleted
both of these advantages, at least in their classic form. Using large arrays of detector elements instead of single
detector elements has eliminated the Jacquinot advantage, while working with detectors that are limited by shot
noise rather than detector noise has eliminated the Fellgett advantage. However, if we consider the geometry
of light collection among the different spectral imaging architectures (Fig. 1), we can see that an important
advantage remains. We can call this the snapshot advantage.[1]

Scanning imaging spectrometers collect a subregion
of the datacube at a time, meanwhile using a slit or
a filter to reject any light from the object from outside
this subregion. By scanning this subregion across the
object (or across the spectrum), the entire datacube is
assembled by collecting together all of the scans. In
contrast, snapshot imaging spectrometers collect the
entire 3D datacube in a single integration period with-
out scanning. While the existing literature cites ad-
vantages for snapshot instruments such as the lack of
scanning artifacts and the increased robustness or com-
pactness due to the lack of moving components, these
qualities are actually secondary to snapshot advantage
in light collection efficiency.

x

y

point-scanning
spectrometer

line-scanningspectrometer

wavelength-
scanning
(filtered
camera)

x

y

snapshot imaging
spectrometer

Figure 1: Scanning and snapshot data collection.

The snapshot advantage can be dramatic for larger datacubes. For a datacube of dimensions (Nx, Ny, Nw) =
(500, 500, 500), for example, it requires 500 scans in order to complete the dataset. As a result, any individual
scan must reject light from 499/500ths of the cube at any given time, so that its light collection efficiency can
never exceed 0.2% even under ideal conditions. A datacube (500,500,25) in size is best scanned along the
wavelength dimension, so that it only rejects 24/25ths of the light, for a maximum efficiency of 4%. For these
two examples, the snapshot advantage will be a factor of 500 and 25, respectively.

In order for snapshot spectral imagers methods to work, systems need to be designed with much larger pixel
counts than are typically used in scanning systems. In order to collect a datacube of dimensions (Nx, Ny, Nw) =
(500, 500, 500), a 125 MPix detector array is needed, assuming that none of the pixels are wasted. Some waste
of detector real-estate, however, is inevitable. Thus, while the geometry of the datacube (Fig. 1) illustrates how
scanning architectures are inefficient at light collection, another important consideration is how efficiently each
architecture uses its pixels.

Figure 2 shows an idealized view of how the various 2D “slices” of the datacube are viewed on the detector
array, for different snapshot architectures. What we can see is that, due to the need to provide some mini-
mum spacing between slices, filtered cameras architectures are efficient when NxNy � Nw (i.e. fluorescence
microscopy); image slicers are efficient when NyNw � Nx, and fiber-based and lenslet-based methods are
inefficient for every datacube aspect. Figure 3 shows the optical layout for an image slicing architecture, illus-
trating how the 3D volume of the datacube cane be sliced into 2D subvolumes so that they can be simultaneously
measured on a 2D detector array.
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Figure 2: How each snapshot architecture utilizes detector array real estate, assuming (Nx, Ny, Nw) =
(5, 5, 16), and 1 pixel spacing. [2]
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Figure 3: Optical layout for image slicing spectrometry. [2]

While the advantages of snapshot systems are many, they have serious drawbacks as well. They are generally
difficult and expensive to build, requiring high-precision custom optics and mechanics, and high pixel-count
detector arrays. They also require an extremely high rate of data flow in order to take full advantage of their
speed and light collection. Thus it is only recently that detector arrays have achieved the combined speed and
size to meet these challenges.
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Reservoir computing is a kind of computational architecture categorized in a recurrent neural network[1]. The
recurrent neural network has an internal feedback structure, so that applications on temporal information such
as speech recognition and dynamic prediction are expected to be processed. Owing to simplicity and flexibility
in construction, reservoir computing is a promising architecture for optical neural computing system. To date,
several reservoir computing systems were proposed based on an optical fiber[2] and memristor[3]. As a funda-
mental drawback of these implementations, internal optical/electric signals are guided, so that their hardware is
difficult to be reduced. In this research, an optical reservoir computing system using Förster resonance energy
transfer (FRET) between quantum dots is investigated. Some preliminary experimental results are presented to
show diverse response generated by ensemble of quantum dots.

入力

全結合層

FRET

・時間的応答
・空間的応答
・波長応答

Excitation
input

Fluorescence
outputs

Spectral signals

Spacial signals

Temporal signals

Quantum dots

Figure 1: Schematic diagram of a quantum dot reservoir for optical reservoir computing.

Figure 1 shows a schematic diagram of an optical reservoir implemented by a quantum dot network. Several
kinds of quantum dots are dispersed in a small space and an exciting light is induced to them. The excited
quantum dots either emits a light or transfers the energy to adjacent quantum dots. This energy transfer is
FRET and quite sensitive to the distance between the donor and the acceptor. With an adequate density of
quantum dots, an energy transfer network can be constructed in the dispersed space. When the excitation light
is induced to some part of the quantum dots, energy transfer through the network occurs and fluorescence
lights are emitted from the bunch of the quantum dots. The output response reflects the distribution of the
individual quantum dots and the position of the excitation light. Sort and composition of the quantum dots has
a large amount of freedom and the excitation light can be modulated in the spatial and/or temporal domains.
The observation position and the wavelength of the fluorescence light provides diversity of the output signals.
Considering the flexibility and diversity of the configuration, the quantum dot network is expected to be an
effective reservoir for optical reservoir computing.

The features of the quantum dot reservoir are compactness, low power consumption, and potential easy imple-
mentation. Because quantum dots distributed in a small space are the core component, tremendous hardware
compaction is expected even if peripheral components are necessary for the operation. Ideally, a quantum dot
is excited by a single photon and energy dissipation in each component during their operations is necessar-
ily small. Even the output interface requires larger energy consumption, total consumption of the quantum
dot-based device can be theoretically estimated as 100 eV order, which 10−2 -10−3smaller than the typical
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electronic device. As a result, very low-power computation is expected. In terms of fabrication, it is enough
that arbitrary composition of quantum dots are dispersed without precise arrangement. In the reservoir comput-
ing, weighted-sum of the output signals from the reservoir provides the processing result. Only the connecting
weights of the output signals are variable and configured by the training for desired response. This process is
performed after capturing the output signals by a computer, which is easy to implement.
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Figure 2: Experimental setup for exciting
the quantum dot ensemble. Excitation posi-
tion was changed by translation of the slide
glass.
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Figure 3: Spectra of the output signals observed at three different
positions on the quantum dot ensemble.

To investigate the characteristics of the quantum dot reservoir, the response of quantum-dot aggregates contain-
ing three kinds of quantum dots, Q490, Q525, and Q575 was measured. The center peaks of their fluorescence
wavelengths are 490nm, 525nm, and 575nm, respectively. To prepare the ensemble of the quantum dots, their
solutions were dropped on a slide glass, and then dried at a room temperature. Figure 2 shows the experimental
setup for the measurement. An excitation light of 405nm is focused on the prepared sample and the output light
signal was measured by a spectroscope (Hamamatsu, C10083CAH). The spot size and the light power density
at the focused point were 225µm and 34mW/cm2, respectively. Figure 3 shows the spectra observed at three
different positions on the sample with 100ms of the measurement time. As seen from the signals, spatial varia-
tion of the quantum dot ensemble was observed. But further verification is required to confirm the evidence of
energy transfer between the quantum dot network.

In this study, a quantum dot reservoir for optical reservoir computing was presented and an experimental eval-
uation of quantum dot samples was performed. The result indicates promising characteristics of the quantum
dot reservoir. We will perform detailed evaluation on temporal characteristics and ensemble composition. This
work was supported by JST CREST Grant Number JPMJCR18K2, Japan.
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A spatial evaluation of an electromagnetic field is valuable to estimate positions of signal or noise sources. 
We propose an optical measurement system to detect spatial distributions of the AC magnetic field. The al-
kali-metal atoms and a micro-mirror device enable us to obtain field intensity distributions with a sub-mm 
spatial-resolution. Obtained field images from a fine metal-wire clearly indicated the wire position. This im-
aging technique has the potential for spatial evaluations of the AC field from electrical and electronic devices.  

Electromagnetic waves have been already utilized in measurements, information-communications, 
identification, and electric power transmissions. In the meanwhile, electromagnetic interference (EMI) 
problems are often caused by integrated circuits in electronic devices. To visualize electromagnetic fields 
allows us to evaluate spatial distributions as signal or noise components with a pattern recognition manner. 
The well-known conventional methods to obtain AC field distributions are scanning a coil as a sensing probe 
or collocating a number of small probes. However, a spatial resolution is limited by the probe size. And the 
probes and signal wires attenuate and distort the magnetic field.  

An atomic magnetometer is an optical detection method utilizing interactions between magnetic fields and 
electron’s spins of vaporized alkali-metal atoms [1]. However well-controlled environmental DC-field is re-
quired to operate the magnetometer with high sensitivity, the optical detection of the AC field has advantages 
of accurate and low-invasive sensing because of sensing probe and signal wire containing less metal. We 
have already developed the atomic magnetometer with using cesium-133 to detect 70 kHz AC magnetic field 
[2]. An imaging technique for AC magnetic field distribution was performed by using a micro-mirror device 
[3]. As a demonstration, intensity distributions of an AC field generated from a thin metal-wire were ob-
tained. 

Figure 1 shows the schematic of experimental setups to obtain the AC field distributions. The sensor head is 
a glass cell with a 10 mm light path length and including cesium and buffer gases. The wavelength of the la-
ser is turned to the cesium D2 line (852 nm), and the light transmits through the cell. The cell is placed at the 
center of a 300 mm diameter 3D Helmholtz coils which generate a DC field to control the environmental DC 
field. The signal source of the AC field is a fine metal-wire connected to the function generator (FG) apply-
ing a 70 kHz AC current. The wire is attached to the side of the glass cell as shown in Fig. 2. The transmitted 
light forms the image in the cell onto a digital micro-mirror device (DMD) by using lenses L2 and L3. The 
mirrors of the DMD are divided into 50 × 50 image-elements, and the light reflected from each element is 
detected by a photodetector (PD). The detected light signals are grabbed by a PC and the images are recon-
structed.  

 Figure 3 shows a contour-plot image of the output signal intensity. At the left side in the figure, a white 
dotted circle indicates the position of the metal wire. Two dashed lines in x-direction indicate inner edges of 

 
Fig. 1. Experimental setups for AC field imaging 

 
Fig. 2. Photo of the metal wire attached 

to the glass cell 
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the 10 mm-width glass cell. From the result, 
about 30 image-elements resolves the 10 mm 
cell region in y-direction. The circle-shaped 
intensity profile observed inside of the cell 
region represented the light transmitted area 
where was working as the magnetometer. In ad-
dition, the wire position in x-direction was easi-
ly recognized from the output intensity distribu-
tion. The intensity profile matches well with the 
theoretical field intensity profile. The signal 
source position in y-direction was estimated by 
using experimental and theoretical results. The 
estimated depth position (1.41 mm) was very 
close to the real position (1.25 mm).  

We constructed the AC field distribution imaging system. The atomic magnetometer and the DMD realized 
to visualize the field distribution with a sub-mm resolution. The position estimation of the signal source was 
performed by using field distributions, and the result is very close to the real position. The obtained field im-
age has good potential for circuit evaluations and signal-source estimations.  
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Polarization technology has become an important area in the field of optical science and engineering, especially 
in display technology, optical data storage, semiconductor technology, nano-material research, bio-technology 
and interferometry. We have proposed some new technologies for measuring states of polarizations by a          
polarization camera whose adjacent 4 pixels are attached on an image sensor and aligned to 0, 45, 90 and 135° 
of azimuthal direction of linear micro-polarizer arrays [1]. A polarized camera is often used for video-rate 
measuring partial Stokes parameters but it is not so easy to measure full Stokes parameters. We have already 
proposed a full-Stokes polarimeter [2] but it required for mechanical mechanism. 

We propose a video-rate imager for Stokes parameters by polarization cameras. Figure 1shows its optical 
arrangement. An object with Stokes parameters is imaged on to polarization cameras by a camera lens. The 
incident light is divided into two optical paths by a non polarizing beam splitter (NPBS).  Both transmitted and 
reflected light pass through retarders. The Stokes parameters is analyzed 8 intensities with different azimuthal 
angles of two polarization cameras as shown in Fig.1. In addition, we compensate error of retardance and out 
of alignment of pixelated polarizers in advance. The measurement accuracy is affected by birefringence phase 
difference error of the non polarizing beam splitter so that we also need to calibrate it. Figure 2 shows a picture 
of video-rate full-Stokes imager. 

We demonstrate to 
measure a circular            
dichroism (circular          
diattenuation) of a beetle. 
Albert Michelson first 
viewed scarab beetles 
through circular 
polarizers in 1911. Figure 
3 shows one of the     
measured results of       
circular diattenuation   
image calculated by S3 
parameter. We succeeded 
to identify the beetle 
tracking by polarization 
parameters. 

We proposed a 
video-rate imaging for 
full-Stokes parameters by 
polarization cameras. It is 
succeeded to reconstruct 
a full Stokes imaging in 
the video-rate. 
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  Fig. 1   A schematic diagram of video-rate Stokes imager 

Fig.2  Picture of video-rate full-Stokes  
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Fig.3 Circular diattenuation image 
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Histopathological image analysis of stained tissue slides is routinely used to diagnose many pathologies, such 

as cancer [1]. A highly trained pathologist performs the analysis, which is labour-intensive, time consuming 

and even contains a risk for bias or human error. Therefore, a need exists for faster, more accurate and less 

invasive approaches. Ideally, the approaches should also be in-vivo compatible that could remove the time-

consuming bottleneck of performing tissue biopsy. 

Multiphoton microscopy (MPM) and emergence of convolutional neural networks (CNNs) have recently at-

tracted interest for medical diagnosis [2,3]. First, MPM allows label-free and minimally invasive imaging of 

tissues. For example, texture analysis of second-harmonic generation (SHG) images from unstained ovarian 

tissues has been used to quantify remodeling of tissues surrounding cancer and to classify ovarian cancer types 

[4]. Furthermore, MPM is compatible with in-vivo tissue investigations showing potential to dramatically 

speed-up the diagnosis [5].  Second, CNNs have led to a revolution in computer vision, where many challeng-

ing image-processing tasks are now routinely and automatically performed promising to dramatically reduce 

the need for human intervention in diagnosis [3]. Despite rapid progress, so far only a few demonstrations 

exists where deep learning enhanced MPM has been utilized for medical diagnosis [6,7].  

Here, we demonstrate how by fine-training pre-trained CNNs we can perform automated classification of 

MPM images of the dermoepidermal junction (DEJ) in human skin. We wanted to study the potential of the 

approach for skin cancer screening and early diagnosis, because successful diagnosis facilitates timely inter-

vention ultimately reducing the morbidity rates. As a proof of principle, we investigated fixed but unstained 

transversal tissue sections, which were prepared and imaged using intrinsic and nonlinear two-photon fluores-

cence (TPEF) and SHG modalities. In total 358 MPM images were recorded, and a binary CNN-based classi-

fier was trained using a training/validation scheme [3].  Due to the relatively small size of our data set (250 

training images), we systematically studied how data augmentation by using image reflections, rotations, con-

trast enhancement and filtering affects the training results. We found out that the fine-trained CNN (Goog-

LeNet) can achieve an outstanding 93.5 % classification accuracy alongside with ~94 % and ~92 % specificity 

and sensitivity, respectively.  

We performed combined SHG and TPEF microscopy 

of unstained samples by using a modified confocal la-

ser-scanning microscope (Leica TCS-SP). Repre-

sentative MPM images from healthy and dysplastic 

tissues are shown in Fig. 1. Ti:Sapphire femtosecond 

laser (Chameleon Ultra II, Coherent) outputting ~140 

fs pulses at the incident wavelength of 860 nm was 

used for excitation through an objective lens (40 0.75 

NA). We recorded backward-generated MPM signals 

and kept the average powers reaching the samples be-

low 15 mW in order to avoid possible sample damage.  

Three spectral channels were simultaneously detected, 

where the first channel (425–435 nm) corresponded to 

SHG emission. The second channel collected TPEF 

signals emitting at 440–490 nm (TPEF1), which cor-

responded to autofluorescence of reduced nicotina-

mide adenine dinucleotide phosphate (NAD(P)H). The third channel collected TPEF signals emitting at 510–

600 nm (TPEF2) corresponding to autofluorescence mainly due to flavin adenine dinucleotides (FAD). These 

Fig. 1. Representative MPM images from (a) healthy 

and (b) dysplastic tissues near the DEJ of human skin. 

TPEF signals (red) originate from the epidermis, 

while SHG emission (blue) is due to fibrous collagen 

and elastin fibers present in the dermis. The DEJ is 

the area joining the dermis and the epidermis of the 

skin. Scale bars are 50 m. 
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TPEF1 and TPEF2 signals were then used to calculate the so-called redox ratio often written as 

FAD/(NAD(P)H + FAD), which has been associated with changes in the cellular level metabolic activity [8]. 

In addition, combined TPEF images were formed by averaging the TPEF1 and TPEF2 images. The final MPM 

images were transformed into composite RGB images, where each color channel corresponded to either of the 

MPM signals (SHG, TPEF1, TPEF2 or redox ratio).   

Processed MPM images were then randomly divided into validation and training sets using a ratio of 30/70, 

respectively. Supervised learning scheme was used for training where the ground truth was provided by a 

pathologist inspecting adjacent H&E stained tissue sections. In total, N = 14 healthy and N = 14 dysplastic 

tissue sections were imaged. Because the MPM data set size was relatively small, the amount of training data 

was increased by performing data augmentation [9]. Here we used horizontal and vertical reflections alongside 

with 4-level Gaussian blur pyramid in order to augment the data set resulting in a 20-fold increase in the 

training set size (5000 training images). We repeated the training process 25 times due to the random nature 

of the set selection, and report here the mean sensitivities, specificities and accuracies along with their standard 

deviations. In order to investigate the role of each collected MPM signal (SHG, TPEF1, TPEF2 and redox 

ratio) for overall image classification performance, the network training was repeated for three different data 

set permutations (see Fig. 2).  

 

Fig. 2. Calculated classification sensitivity (a), specificity (b) and accuracy (c). (a)-(c) Performance improve-

ment is seen when data augmentation includes also a 4-level Gaussian blur pyramid (red markers), compared 

to data augmentation not utilizing the pyramid (blue markers). (c) Highest classification accuracy (93.5 %) is 

achieved by including the redox ratio into the data set.  

In the future, it would be interesting to study whether polarization-sensitive or super-resolution MPM could 

be used to provide data sets resulting in even better performance [10,11]. In addition, we intend to investigate 

whether coupling traditional computer vision tools, such as invariant feature descriptors, to CNNs could further 

improve the performance and robustness of the approach for varying acquisition conditions [12].  

To conclude, we have performed automated classification of combined second-harmonic generation and two-

photon excitation fluorescence multiphoton microscopy images collected from the dermoepidermal junction 

of human skin. Our approach is based on convolutional neural networks (GoogLeNet) and provides real-time 

image classification sensitivity, specificity and accuracy all exceeding 92 %. The demonstrated methodology 

is label-free and compatible for in-vivo investigations. Our results show great promise for speeding up and 

improving the current methodologies used in skin cancer screening and diagnosis. 
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Caries is a common oral disease, which affects quality of life by causing pain and discomfort. [1]. Caries can 

be arrested if it is detected early and restoring can be conducted using Minimally Invasive techniques (MI) [2]. 

Usually caries is detected on visual inspection conducted by dentists, but optical imaging is also successfully 

used for caries screening [3]. Caries is a lifestyle and behavior related disease, so the patient has a key role in 

caries prevention [4]. Easy caries screening and information of the personal situation could help motivate the 

maintaining of oral health, in which visualization and images are effective ways to convey information. Thus, 

we started to examine optical imaging tools for dentition photographing that could be used in easy access oral 

health services. The target was to find an imaging system which would enable both caries screening and in-

forming and motivating patients to adopt and maintain habits that support oral health. 

There are several intraoral cameras commercially available whose performance against visual inspection has 

been reported by several authors [5,6,7,8]. However, the equipment is mainly targeted for imaging a single 

tooth as in Fig1 which shows pictures of a tooth with different intraoral cameras (DIAGNOcam, SoproCare 

and VistaCam iX ). There are issues when applied for imaging whole dentition: the usability of handpieces 

and controls was challenging in some positions, which also affected image quality. The included image soft-

wares were either unstable or the storing and naming of images was slow. The most remarkable hinderance to 

the use any of these intraoral cameras was the time spent on imaging: taking images of all teeth took between 

11 to 15 minutes, which is uncomfortably long for the patient and unacceptable for easy access type of services.  

 

Fig. 1. Images of same tooth with different intraoral cameras a) DIAGNOcam, b)  SoproCare and 

c)VistaCam iX. 

In addition to intraoral cameras other cameras and smartphones have been used for dental photographing and 

teledentistry [9,10,11].  In order to get an image of the full dental arch, typically mirrors are placed into the 

mouth for the duration of photographing. Our target was to make an imaging solution which is pleasant for the 

patient, meaning no mirrors. Additionally our target was to make the photographing fast and minimize needed 

procedures for infection prevention.  

 
The main challenge of extraoral full arch imaging is to optimize camera and flash position so that the image 

area unobscured and covers the full dental arch, and that the arch is properly illuminated. There is variation on 

how patients can open their mouths and the individual adjustment of imaging angle. Our solution uses multiple 

cameras and optics with large depth of focus. Their set up and positioning is based on assessments of camera 

angles and mouth positions that are feasible for various patient sizes and mouth opening angles. The camera 

system consists of board level cameras (Basler daA2500-14uc) with 6 mm optics (C 6 mm F1.8/ 1/2""). It is 

possible to use different kinds of filters on the cameras and flashlights that also enable fluorescent imaging. 

Anti-reflection coated plastic plates protect the cameras and filters, while also enabling easy cleaning after 

each photographing. Miniature fans blow away the mist that forms on the plates from the patients breathing. 

The frames of the plates have mechanical guides that guide patient positioning for photographing and live 

video that shows to the patient how their teeth are visible for assisting the cameras in final adjustments to the 
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image. Fig. 2 shows the fully constructed camera system and fig 3. shows dental arch images taken with it. To 

have fascial tooth surfaces visible a cheek retractor is needed, we have used the Optragate [12], which is soft 

and flexible and retracts cheeks and lips evenly around the mouth. 

 
Fig. 2. Our camera system consists of five separate cameras a) upper arch camera, b) lower arch camera, c) 

frontal teeth camera, d) fluorescent upper arch camera, e) fluorescent lower arch camera, figure on the right 

shows parts f) flash, g) protective plate and h) mechanical positioning guide and the fan on its right side. 

 
Fig. 3. System produces five images a) upper arch, b) lower arch, c) frontal teeth,, d) fluorescent upper arch, 

e) fluorescent lower arch. 

In the initial evaluation dentists have been able to identify and distinguish different caries levels: dentin caries, 

active enamel caries and inactive enamel caries. The images enable detection of plaque and dental calculus. 

Furthermore, dentists have made some other observations such as abrasions and attrition. However further 

analysis and validation is required.  
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Multi-modal correlative microscopy allows combining the strengths of several imaging modalities while 

overcoming the shortcoming of each individual technique. Furthermore, combining different techniques will 

help gain better insight of the specimen. There are various super resolution techniques available to study nano- 

and sub-cellular organisms in great details. Atomic Force Microscopy (AFM) can provide, with atomic 

resolution, nanomechanical properties of cells and material and play as a manipulator in order to get specific 

cellular response [1]. In addition, stimulated emission depletion (STED) super-resolution microscopy 

technique has been used widely to study structures close to 10-20 nm size [2]. By using STED one can acquire 

fluorescent images of labelled organisms in live, or fixed cells. 

In this study we used a combination of these two techniques in order to study osteoclasts (OCs) adhesion. OCs 

are bone resorbing cells, which play an important role in the bone remodeling process. They adhere to the 

substrate using specific actin structures called podosomes and sealing zone, if they are cultured on glass and 

bone, respectively [3]. If the OCs’ activity is disturbed, for example by using inhibitors of actin binding or 

recycling, or if OCs are taken from diseased individuals with hyperactive osteoclasts, the behavior of cells and 

actin structures will change dramatically. We use the OCs from healthy donors and donors with 

neurofibromatosis type 1 (NF1) disease. NF1 is a progressive autosomal dominant disease cause by a genetic 

mutation in the tumor suppressor Nf1 gene [4]. NF1 hallmark includes neurofibroma tumors, learning 

deficiencies, skeletal abnormalities and disturbed bone growth starting from childhood [5]. it was presented 

that NF1 preosteoclasts hyperactively migrate and adhere, leading to osteoclasts, which are bigger and have a 

higher resorption capacity. 

In this study we plan to fulfill two aims. Firstly, we use AFM as a cell manipulator to measure the adhesion 

forces of healthy and NF1 OCs. We show that the hyperactivity of NF1 OCs is due to stronger attachment to 

the bone, and therefore, due to differences in actin structures. We also compare attachment strength of OCs to 

the bone and glass substrates. We do STED imaging of actin structures while manipulating the cells using 

AFM microscopy to look into the formation of podosomes. Secondly, we use STED imaging to compare the 

different actin structures; we characterize podosome and sealing zone size and distances to provide further 

proof to the role of actin organization in overall cellular activity. We are currently analyzing the distance and 

the structure of podosomes in comparison to sealing zone. Our result would possibly lead to the conclusion 
that sealing zone is the mature form of podosomes and is formed by joining podosomes in order to provide 

better attachment to the bone and more efficient resorption. 
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Spectral reflectance is used for estimating absorption and scattering of light in skin tissue, for example, by 

using multi-variate analysis, and data mining from spectral reflectance database.  However, the similar spectral 

reflectance curves can be obtained from some different combinations of absorption and scattering conditions. 

In such a case, the estimation of absorption and scattering coefficients suffers from uncertainty.  To treat this 

problem, we expect use of point spread function (PSF) observed in the skin surface under the point-like illu-

mination. In this paper, we investigated properties of both spectral reflectance and PSF on the basis of Monte 

Carlo simulation (MCS) [1] in the nine-layered skin tissue model [2].  Results potentially indicate that the 

absorption coefficient in dermal and subcutaneous layers and the scattering coefficient in the upper dermal 

layer predominantly affect patterns of spectra and PSFs. 

A typical structure of human skin tissue can usually be classified into three layers such as epidermis, dermis, 

and subcutaneous layer in Fig.1(c).  In the more detailed 

and definite way, skin tissue is classified into nine layers as 

it can be demonstrated in Fig. 1(b). These layers with 

particular thickness are; layer 1 (L1): stratum corneum 

(0.015mm), layer 2 (L2): stratum granulosum and stratum 

spinosum (0.060mm), layer 3 (L3): stratum basale 

(0.015mm), layer 4 (L4): papillary dermis (0.045mm), layer 

5 (L5): subpapillary dermis (0.175mm), layer 6 (L6): upper 

blood net dermis (0.080mm), layer 7 (L7): reticular dermis 

(0.600mm), layer 8 (L8): deep blood net dermis (0.100mm) 

and layer 9 (L9): subcutaneous tissue (6.000mm). In MCS 

with the help of quite accurate and organized coding, the 

phenomenon of light propagation in human skin tissue has 

been mimicked as genuinely as possible.  

To carry out MCS, five parameters were required for each layer: 

scattering coefficient µs, absorption coefficient µa, anisotropy scat-

tering parameter g, refractive index n and thickness t. The five 

parameters for each of nine layers result in totally 45 values to be 

specified for MCS execution. This is quite complicated and 

impractical for investigation of the spectral reflectance and PSF with 

respect to changes in values of the five parameters. We propose a 

moderate approach in which the two main parameters µa and µs are 

varied by magnification while values of g, n, and t are fixed. Values 

of µa and µs are specified by magnification Ma and Ms with respect 

to the initially-set values, respectively, as given in Table 1. Here we 

change the magnification value Ma for the two groups of layers 1-3 and 4-9, and Ms for the thress groups of 

layers 1-3, 4-6, and 7-9. 

Figure 2 shows spectra and PSFs in 580 nm and 700 nm with different magnification values of Ma which 

indicates different conditions of µa in dermal and subcutaneous layers (L4 – L9), keeping all other parameters 

fixed to be the initial values [2]. With the change in Ma value from the small to large, the spectral reflectance 

clearly decreases, especially in a wavelength range of 500-600nm. In PSFs, there was no change in the pattern 

with different values of Ma while difference of broadening is found between the two wavelengths.  Figure 3 

demonstrates spectra and PSFs in 580 nm and 700 nm with different magnification values of Ms which refers 

to different condition of µs in the upper dermal layer (L4 – L6), keeping all other parameters fixed to be the initial 

values [2]. With an increase of Ms-value, the spectral reflectance becomes higher, especially in a wavelength 

     Fig. 1 Skin tissue model of nine-layered  
and three-layered types. 

  
  
  

   Table 1 Different magnification of M
a
  

and M
s
. 

Layers Ma Ms

1 ~ 3
µaL1-3

0.6~1.6

µsL1-3

0.6~1.4

4 ~ 6
µaL4-9

0.2~3.6

µsL4-6

0.3~9.3

7 ~ 9
µsL7-9

0.1~1.0
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range of 500-600nm. In PSFs, low values of Ms produce spread out of intensity decaying curves and the higher 

Ms values result in the narrow spread of curves.  

Comparison of Fig. 2(a) and Fig. 3(a) indicates that it is difficult to discriminate in the cause of spectral vari-

ation between a change of absorption and a change of scattering.  In such a case, observation of PSFs gives 

useful information.  When the scattering condition changes, we expect to observe changes in both spectral 

reflectance curve and PSF, while a change in the absorbing condition may be reflected on spectral reflectance 

curve only.  

 

 

 

 

 

We have investigated spectral reflectance and PSFs for various values of µa and µs. Change in the absorbing 

coefficient in the dermal and subcutaneous layers had contribution to change in the pattern of spectral reflec-

tance curves but had no contribution to the pattern of PSFs. Change in the scattering coefficient in the upper 

dermal layer had contribution to change in the patterns of both spectral reflectance curves and PSFs.  In this 

way, use of both spectral reflectance and PSF is reasonable for estimation of absorbing and scattering condi-

tions in skin tissue. We are developing a Monte Carlo based library of set of spectral reflectance curves and 

PSF curves for various values of of µa and µs, and further investigate their properties to enrich these library 

data. 
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Despite the huge demand for plastics in today’s world, they largely contribute to water pollution [1]. Large 

plastics in water bodies can easily be collected. However, for micro- and nanoplastics, their identification in 

water bodies become challenging as a result of the varying shape, size, surface and volume properties, trans-

parency and the surrounding ambient conditions. Advanced methods of plastic detection such as Raman spec-

troscopy, Fourier transform infra-red (FTIR) spectroscopy and the combination of spectroscopy and chemical 

imaging exist [2]. However, such methods are expensive, not portable, and usually, require sediments from 

water bodies instead of direct implementation in water bodies. We present a prototype of an optical sensor for 

the detection of microplastics in water. The sensor detects the specular reflection and the speckle pattern, from 

which we can estimate the speckle contrast, to discriminate microplastics based on the smoothness, transpar-

ency, translucency, surface roughness, and their curvature. 

The optical sensor, which is connected to a laptop, is a combination 

of a portable handheld glossmeter (MGM device, Finland), for 

measuring the specular reflection, and a charge-coupled device 

(CCD) camera (DCC1465C-HQ, Thorlabs), for capturing the 

speckle pattern [3]. The schematics of the sensor is shown in Fig. 1. 

The handheld sensor consists of a stable red (635 nm) semiconduc-

tor laser light focused to 50 µm at 6° angle of incidence. It uniquely 

obtains the specular component of light reflection by filtering the 

diffusely reflected light using a diffractive optical element (DOE) 

[4]. Moreover, to the sensor head, a black cup with a glass (disk) 

base can be attached to create 800 µl volume compartment for hold-

ing liquid. The CCD camera was positioned 11 cm from the glass 

disk. The commercial plastics studied are transparent polyethylene 

terephthalate (PET) and translucent low-density polyethylene 

(LDPE). The plastics were cut into 5×5 mm2 to represent the upper 

bound of microplastic (MP) definition [5]. Additionally, to simulate 

the case of MPs in water having different roughness on the two sur-

faces, some PET samples were roughened, before cutting, on both 

sides with sandpaper having grits of 80, 180, 320, 600 and 1200.        Fig. 1. Schematics of the experimental setup. 

The respective measured average surface roughness was 4.12 µm, 2.52 µm, 1.15 µm,   0.63 µm, and 0.33 µm 

using Mitutoyo stylus profilometer (SJ-210, Japan). For the roughened MPs, they are accordingly referred to 

as G80D, G320D, and G600D, as an example, indicating which rough surface of the MP is toward the incident 

light source. Next, pristine LDPE, PET and PET bottle (B MP), with regular curvature, were also cut to the 

same size. 

The volume compartment was filled with 700 µl of fresh water (FW) and the samples were added. 

The MPs were studied with a glass disk having one of its surfaces roughened. In this case, with the 

coherent light source, a speckle pattern, which is grainy structure of bright and dark spots, is formed 

in the far-field region as a result of the random phase originating from the rough glass surface. The 

specular reflection and the speckle patterns were simultaneously recorded with the sensor. From the 

speckle pattern, we calculate the normalized standard deviation to obtain the speckle contrast (C), 

which has a minimum and maximum value of 0 and 1, respectively, using Eq. (1) [3], 

                                            𝐶 =
[〈𝐼2〉−〈𝐼〉2]

1
2⁄

〈𝐼〉
,       (1) 

where I is the light intensity and <…> is the ensemble average. Fig. 2 (a) and (b) show the mean specular 

reflection and the speckle pattern for the pristine MPs with that of water subtracted, respectively. From the 

specular reflection, which depends on the refractive index (RI) mismatch between the MPs and water (at the 
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probe wavelength), we observe that the PET (RI = 1.5570) gives a higher average reflection signal than FW. 

On the contrary, LDPE (RI = 1.4920) with volume inhomogeneity, we obtain a lower average reflection signal 

as it scatters more of the light. Moreover, the B MP with inner curvature (concave) towards the incident (B 

MP CONC) light shows a higher signal than when the outer curvature (convex) is toward the incident light (B 

MP CONV). Thus, the B MP CONC tends to act as a converging mirror focusing the reflected light whilst the 

B MP CONV, on the other hand, diverges the incident light beam. We also observe clear variation from the 

speckle patterns of the pristine MPs when the speckle pattern from water (and glass) is subtracted. The PET, 

in comparison, shows an almost dark pattern as expected for a transparent material whereas the LDPE shows 

a much brighter pattern. Interestingly, for the B MP (CONC and CONV), which is the same MP, we observe 

clearly how the curvature contributes to the significant modification of the speckle pattern.  

 

Fig. 2. Average specular reflection (a) and speckle patterns (b) water (FW) and pristine MPs of PET, LDPE and PET 

bottle (B MPs) with that of water subtracted. (Conv)ex and (Conc)ave. 

Tab 1. Speckle contrast of water and pristine MPs. 

Sample Speckle contrast (C) 

FW 0.34 

PET 0.33 

LDPE 0.37 

B MP CONV 0.42 

B MP CONC 0.49 

 

The speckle contrast, shown in Fig. 3, presents a 

powerful tool in discriminating between the 

different pristine MPs and their curvatures as 

well as the average surface of the MPs. In Tab. 1, 

the translucent LDPE MPs show a higher speckle 

contrast than the transparent PET PET MPs as 

the volume inhomogeneities act as scattering    Fig. 3. Speckle contrast of PET MPs with both sides roughened. 

sources for the incident light. Thus, the pristine MPs further modify the original speckle pattern of the rough 

glass. As an example, we show, in Fig. 3, how the upper surface roughness, with reference to the incident light 

source, influences light and MP interaction for each specific lower surface roughness. We observe that the 

speckle contrast decreases with increasing upper surface roughness. Moreover, decreasing the average surface 

roughness of the lower surface correspondingly increases the speckle contrast especially for roughness larger 

than the probe wavelength of the incident light source.  

This study is a step toward the practical implementation of an optical sensor for in-situ detection of MPs in an 

aquatic environment. 
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One of the tasks in the EURAMET/EMPIR project 17FUN06 SIQUST ’Single‐photon sources as new quan-
tum standards’ [1] is to develop the measurement devices for the traceable characterisation of single-photon 
sources. To reduce noise in such a low optical flux detection, a photodetector with improved performance, 
e.g. zero back-reflection and decreased noise, has been designed. 

The zero-back reflection is achieved by aligning six 
photodiodes in such a way that nonabsorbed light 
reflected from one photodiode is directed to the next 
photodiode. In the device six commercial photodi-
odes having small active area (2.4 mm x 2.4 mm 
type S1227 33BR from Hamamatsu) are aligned in a 
polarization-independent configuration (Fig. 1). The 
careful design provides collinear input and output 
beams of so-called transmission type detector. The 
noise is reduced by cooling (down to 12 ºC) the 
photodetector compartment in conjunction with high 
accuracy readout electronics. The aimed operation 
range is in the wavelength range from 650 nm to 
750 nm. 

 
Fig 1. Schematic view of the six photodiodes assem-
bled in the 6-photodiode detector. The red line fol-
lows the beam between the photodiodes. 
 

The collinear input and output beams to better than ± 0.5º are provided by the use of a piezoactuator con-
nected to the feedback sensor at the photodetector optical output. The device with improved performance 
will be described and presented. 

This work has received funding from the European Union Horizon 2020 and the EMPIR Participating States 
in the context of the projects EMPIR-14IND05 ‘MIQC2’ and EMPIR-17FUN06 “SIQUST”. 
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Wood is environmentally friendly material which can use for many purposes. However, some of its properties
such as the dimensional stability change along with ambient condition. The characteristics of wood can be
modified by different ways. Thermal treatment (at temperatures 185-215 0C) is one of the methods that has
been  used to improve wood’s durability, resistance against mold and decay fungi, dimensional stability,
weather resistance, and visual appearance [1-2]. The method is commonly used by wood industry and, for
example, applied for c. 194,000 m3 of sawn timber in Finland in 2017 (Thermowood® production statistics
2017) [3]. There is a practical need for easy-to-use, inexpensive and rapid analysis method that could be ap-
plied for defining the treatment degree from wood specimens after the thermal modification. This would help
monitoring the quality of thermally modified wood in the markets.

Fig.1 Experimental setup of the Stokes Polarimeter.

Here we assume that the thermal modification alters chemical composition of the wood cells and thus change
and decrease the birefringence of molecular structure. This paper describes a light polarization method to de-
termine the loss of birefringence of the thermally modified wood material. The polarized light reflected from
the surface of thermally modified Scots pine wood  was measured by using an imaging Stokes polarimeter and
data analysis utilized the Mueller matrix method. The polarization state of light was characterized by four
measurable parameters called the Stokes polarization parameters (S0-S3). [4]. Our detection system consists
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of a dual rotating speed of retarder and analyzer at a rotating ratio of 1:3 in Fig.1 [5]. The CCD camera was
Prosilicga GS1380 which resolution 1360 x 1024 pixels. The wavelength of the light source (He-Ne laser) was
632.8 nm.

The degree of polarization as a function of temperature for untreated and thermally modified Scots pine sam-
ples are presented in Fig. 2. Light and dark stripes in Fig. 2 represent annual growth rings. The density of the
earlywood (thinner, lighter stripes) is higher than the density of the latewood (wider, darker stripes). Further-
more, from the figures we can observe that the degree of polarization (DOP) increases (lighten) when the
treatment temperature rises. This means that the wood fiber loses birefringence property. The loss of birefrin-
gence could be due to crystal to amorphous deformation.

Fig. 2. Stokes image (DOP) of Scots pine wood a) untreated, b) treatment at160 °C c) treatment at 200 °C, and
d) treatment at 220 °C).

The present method could provide useful information that, in principle, can be applied in the optimization of
the thermal modification process and inspection of the quality of thermally modified wood products. Major
advantages of imaging Stokes polarimeter are that the method is sensitive and nondestructive for measuring
the optical properties exhibited by thermal modified wood or untreated wood. We believe that the imaging
Stokes parameter method and the polarimeter are useful in the basic studies of optical properties of thermally
modified wood. Using the polarization information it is possible to assess changes in the crystalline forms of
cellulose of thermally modified wood as a function of temperature and the treatment time.
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A birefringent cellophane tape or a polymer sheet exhibits polarization color (interference color) by polarizer. 

We propose a novel technique for viewing images using polarization [1, 2]. The polarization color is con-

trolled by changing the total retardation of the birefringent materials. Various colors can be displayed with-

out color filters, which can be applied to color imaging device. There are various ways to control the polari-

zation color. In this presentation, we show how to control the polarization color, and its applications for arts 

and entertainments.  

Figure 1(a) shows the conventional optical arrangement. The angle between the transmission axis of a polar-

izer and the retarder axis of a retarder film is 45°or 135° because the maximum transmittance is obtained at 

these angles. Figure 1(b) shows the proposed optical arrangement. The angle between the transmission axis 

of a polarizer and the retarder axis of a retarder film can be varied, and up to four retarder films are stacked. 

Using this proposed setup, we can display a high chroma image. 

 

 

 

 

 

(a) General optical composition                                    (b) Proposed optical composition  

                           Fig. 1. Optical composition for viewing polarization color image. 

 

Figure 2 shows a color chart of sixty colors using polarization color. The color chart is fabricated by sand-

wiching up to four retarder films between two polarizing films. We used two types of retarder film with re-

tardations of 140 and 565 nm. Conventional /4 retarder films are used for the 140 nm retarder films, and 

conventional  retarder films are used for the 565 nm retarder films. In this way, we can display various high 

chroma colors. Figure 3 shows a prototype of active polarization color filter. This device consists of four re-

tardation films (two /4 retarder films and two  retarder films), four stepping motors and a microcomputer 

to control them. 

 

 

 

 

 

 

 

 

    

Fig. 2. Color chart using polarization color.          Fig. 3. Prototype of active polarization color filter. 
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In recent research, we found that we can control not only the color but also the brightness using optical com-

position shown in Fig.1 (b). Figure 4 shows a calculation result of brightness control of polarization color 

(red, green and blue). We calculated about arrangement of all combinations of retardation films, and sorted 

in order of brightness by color. The brightness was calculated using the L*a*b* color system. 

 

 

 

 

 

 

 

Fig.4. Brightness control (simulated value). 

 

In this way, we can control the polarization color and brightness. This technique can be also applied for art 

and entertainment. Figure 5 shows a high chroma polarization art. This is the original design art created with 

the hint of the Japanese floral playing cards “Hanafuda”. Figure 6 shows another type of polarization art. 

This device is composed of retarder films, Aluminum rolls and polarizers. Aluminum rolls make interesting 

geometric patterns. Figure 7 shows a transparent jigsaw puzzle for entertainment. This technique is very 

simple and can be applied to color filter, educational tools, security, art and entertainment. 

 

 

 

 

 

 

 

(a) Without polarizer    (b) With polarizer                               Fig.6 Polarization color art 2. 

Fig.5 Polarization color art 1.                                             

 

 

 

 

  

 

 

Fig.7 Transparent puzzle using polarization color. 
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Abstract: In this study, a terahertz (THz) based method for accurate prediction of the refractive index during 
the compaction of porous compacts is introduced. By using training sets of porous particle functionalised 
calcium carbonate (FCC) based and microcrystalline cellulose (MCC) based compacts, the refractive index of 
the powder in the compaction die (henceforth referred to as in-die refractive index) was accurately predicted 
and compared to the measured out-of-die refractive index. Since the refractive index is a fundamental physical 
property of a material, the ability to track how it evolves during powder compaction will increase our 
understanding of the overall compaction process and inform the development of compaction models.  

Background: Recent studies have shown that terahertz time domain spectroscopy (THz-TDS) coupled with 
Bruggeman’s effective medium theory is a powerful tool for measuring the refractive index of porous materials 
[1–2]. The ability to accurately measure the refractive index, which is a basic optical property of a material, 
serves as the basis for model development that can be used for non-destructive and non-invasive process 
monitoring and material characterisation.  

This study uses a THz-TDS method [2] that facilitates the estimation of the in-die refractive index similar to 
the experimental setup proposed in [3]. This was possible by, firstly, measuring the intrinsic refractive index, 
nsolid, of calibration compacts using the anisotropic Bruggeman effective medium approximation (AB-EMA) 
followed by the estimation of the in-die effective refractive index.  

Materials and Method: Eight batches of porous compacts were compressed from porous particle 
functionalised calcium carbonate (FCC) and microcrystalline cellulose (MCC) based formulations as shown 
in Table 1. The compacted samples were flat-faced with a diameter and thickness of 10 mm and 1.6 mm, 
respectively. The four formulations were compacted to two different porosities. By following the well-
established THz porosity measurement approach [2], the intrinsic refractive index of the solid matrix was 
estimated for both materials. The intrinsic refractive index, nsolid, coupled with the known in-die porosity, fin-

die, were used to extract the in-die effective refractive index based on the AB-EMA. The in-die porosity, fin-die, 
was calculated from the known mass, measured volume change and known true density of the solid material.  

Table 1: Material composition of the formulation used in the direct compression of all the batches of compacts. 
The target compact porosities, f, and the intrinsic refractive index, nsolid, are given for each formulation. 

Formulation Material f nsolid 
FP Functionalised calcium carbonate (88 %), croscarmellose 

sodium (2 %) and paracetamol (10 %) 
45%, 60% 2.697 

FT Functionalised calcium carbonate (88 %), croscarmellose 
sodium (2 %) and theophylline (10 %) 

45%, 60% 2.714 

MP Microcrystalline cellulose (88 %), croscarmellose sodium 
(2 %) and paracetamol (10 %) 

10%, 25% 1.869 

MT Microcrystalline cellulose (88 %), croscarmellose sodium 
(2 %) and theophylline (10 %) 

10%, 25% 1.864 
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Results: The extracted in-die effective refractive index, neff.in-die, plotted against the compression pressure and 
the in-die porosity, fin-die, respectively, for both the FCC based and MCC based compacts is shown in Fig. 1. 
For the sake of comparison, the neff.in-die at maximum pressure (neff.in.max) and the measured out-of-die effective 
refractive index (neff.out) are also shown. It is interesting to observe that the out-of-die refractive indices showed 
an average decrease in magnitude of 0.004 compared to the in-die refractive indices at maximum pressure. The 
decrease in magnitude of the out-of-die refractive indices can be attributed to after-compaction elastic 
relaxation of the compacts. Another intriguing observation is the Heckel-like nature of the refractive index 
curves shown in (a), which buttresses the concept of optical Heckel analyses that was introduced in our 
previous study [3].  

  
Fig. 1. The evolution of the effective refractive index of porous compacts during compression. FP and MP 
indicate FCC based and MCC based compacts containing paracetamol as the active ingredient whereas FT 

and MT represent similar compacts with theophylline as the active ingredient.  

Conclusions: This study highlights that it is possible to track how the refractive index evolves during powder 
compression. By using a prepared training set of powder compacts, the in-die refractive index was extracted 
and compared to the measured out-of-die refractive index. The relatively low out-of-die refractive index values 
compared to the in-die counterpart has manifested the effect of elastic relaxation on the optical properties of 
compacts. The ability to detect the in-die refractive index during powder compaction will increase our 
understanding of the overall compaction process by tracking the pore shape and orientation in real time based 
on the well-established shape and structure parameter as described previously [2, 4].  
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Accurate position and distance measurements over tens of metres are needed in e.g. manufacturing and assem-

bly of large components and structures in e.g. aerospace and automobile industry, civil engineering and power 

generation. Optical measurement systems are usually selected for provision of a versatile and feasible position 

or distance measurement system - but optical distance measurements suffer from dependency on the effective 

refractive index of the ambient medium (air) that relates the optical distance to the true, or “mechanical” dis-

tance. 

When targeting micrometre accuracies over tens of metres distances and longer, usually the most difficult 

parameter to measure that affects the average air refractive index over the optical measurement path is the 

average temperature, or effective temperature. For this reason VTT MIKES has already developed methods 

for spectroscopic measurement of air temperature in relation to optical distance measurements [e.g. 1-2]. 

The methods are based on measuring the absorption of laser signal, which is finely tuned in optical frequency 

to match a chosen resonance frequency or frequencies of molecular oxygen. From the absorbance, it is possible 

to deduce the effective temperature along the absorption path, which can span up to dozens [1] or even hun-

dreds of meters [2]. Optical distance measurements along this path can then be performed with greater preci-

sion, with the acquired knowledge of the average refractive index along the measurement path.  

In the recently started LaVA project [3-4] we aim to develop faster and more robust measurement than previ-

ously, with more compact and cheaper measurement setups that can be integrated with e.g. distance measure-

ment telemeters [5] using retroreflective targets. The integration of the thermometer with a telemeter laser 

distance measurement head is to be tested during the project, along with development, verification and com-

parison measurements with other air thermometry systems. Figure 1 shows a system schematic. 

The presented thermometry work is performed within the project Large Volume Applications, which is jointly 

fundedby the EMPIR participating countries within EURAMET and the European Union. 

And finally, a heads up, we plan to present also something about a new rather fenomenal application of lasers 

in ambient air that is being developed for commercialization at VTT. The possibilities of the techonology have 

been already discussed in Japan with some potential partners. 

 

Fig. 1. System schematic for air temperature measurement 
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Cell morphology and its dynamics are widely studied intrinsic properties of biological cells. For example, the 

motility of cancer cells correlates with their metastatic properties [1], and the membrane fluctuation of red 

blood cells correlates with their membrane stiffness [2]. In order to study image cell morphology without 

labeling, imaging techniques exploiting the interference of the optical field were applied to living cells and are 

called quantitative phase imaging (QPI), quantitative phase microscopy (QPM), or digital holography micros-

copy (DHM) [3-5]. 

Regarding the coherence of a light-source, researchers have proven that spectrally and spatially incoherent 

illumination provides better image quality [6]. A conventional but powerful tool for providing an interference 

microscope with spectrally and spatially incoherent illumination is a two-beam interference microscope with 

independent reference and sample arms [7]. However, two-beam interference microscopes used to be a large 

and heavy. 

In this paper, we introduce a compact and standalone QPM setup with independent reference and sample arms. 

Due to an optical path-length stabilization system implemented in the setup, our setup realized sub-nanometer 

reproducibility in the optical thickness even without optical tables. In terms of the spatial uniformity, our setup 

provided 1-2 nanometers of background flatness owing to the spatial incoherency of the illumination. 

 

Figure 1 shows a schematic illustration of quantitative phase microscope system. The observation light from 

the LED light source is split by the beam splitter, reflected from the sample and reference mirror, and then 

combined again to form interference fringes on the imaging surface of the camera. The test cells are cultured 

on the half mirror, and the sample light is specularly reflected from the half mirror immediately below the test 

cells after passing through the test cells, and interferes with the reference light reflected from the reference 

mirror. The interference image is taken with phase shift by λ / 4, and the phase image of the cell can be obtained 

by calculation of φ = arctan ((I3-I1) / (I2-I4)). A part of the interference light is guided to a photo detector (PD), 

and an electrical signal from the PD is input to a control circuit that performs phase shift detection and feedback 

control to a desired phase. Our control circuit achieves stabilization of the optical path length by controlling 

the reference mirror with a 5 kHz feedback circuit while detecting the phase shift at a sampling rate of 20 kHz. 

 

Figure 2 shows the imaging results of cultured cell line HeLa cells (derived from human cervical cancer). 

Figure 2 (a) is a quantitative phase image, and (b) and (c) are emulations of a phase contrast image and a 

differential interference image created by image processing of the spatial phase of the quantitative phase image 

and spatial frequency filtering, respectively. The use of LED incoherent lighting provides a precise image 

without speckle noise. The objective lens used for imaging was a 10X objective lens (NA = 0.45). 

 

We achieved quantitative phase imaging with a two-beam interferometer by using an optical path length sta-

bilization system in an environment without an air table. Our compact system can be applied to the imaging of 

many biological samples and industrial samples because it can be operated with a reduction in the optical path 

length even on a normal laboratory desk. 
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Fig. 1: Schematic illustration of quantitative phase microscope system. PD: photodetector, PZT: piezoelectric trans-

ducer, RM: reference mirror, OB: objective lenses, BS: beam splitter, L: lens. 

 

Fig. 2. Full-field images of HeLa cells. (a): Quantitative phase image. (b): Emulated phase contrast image con-

structed from (a). (c): Emulated differential interference contrast image constructed from (a). 
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Hyperspectral cameras collect radiance data of the imaged view via dozens of narrow-bandwidth spectral chan-
nels, as opposed to the three color channels of common digital cameras. Knowledge of the spectrum, i.e.
spectral power distribution, can be used for example in identification and classification of the materials in the
image. Hyperspectral imaging has applications in many fields, for example in agriculture [1] and medicine [2].

A reliable characterisation of the spectral responsivity of the channels is essential for processing hyperspectral
data and when assessing its reliability. Different camera architectures set different requirements for studied
camera features and characterisation measurements. The camera under study was a Fabry-Pérot-interferometer-
based camera, which required the characterisation of its channels both spectrally and spatially.

This study presents the measurement setup (figure 1)
and analysis for characterising the spectral responsiv-
ity of hyperspectral cameras. The main part of the
setup was a tuneable, monochromatic radiance source.
The camera under study was mounted on a motorised
turntable, imaging an illuminated diffuser at different
wavelengths and from different viewing angles. The
spectral responsivities of the camera channels were ex-
tracted from the pixel values of the images, yielding re-
sults both as a function of wavelength and as a func-
tion of image plane coordinates. The results were vali-
dated by imaging an incandescent lamp-based radiance
source with a known spectrum.

diffuserexit slit

grating

turret camera

turntablefilter wheel

monochromator

parabolic mirrors

entrance slit

radiation

source

baffle

Figure 1: Measurement setup.

The setup was used in characterising the spectral responsivity of a Fabry-Pérot-interferometer-based hyperspec-
tral camera. The results show that the bandwidth and the centroid wavelengths of the channels change across
the image plane, and that some of the channels have regions of sensitivity outside the main channel. Channel
centroid wavelengths shift up to 1.5 nm when moving from the image centre to edges of the image, as shown
in figure 2. The bandwidth of the channels changes by up to 10% in the image area and with different patterns
for each channel. The validation of the results yielded a root mean square error of 3.6% between the reference
and the measured spectral power distributions. The expanded uncertainties (k = 2) for the measured cam-
era channel characteristics, namely bandwidths, sensitivities and wavelengths, were 7.9%, 9.5% and 0.64 nm,
respectively. The measured spectral responsivities of the channels are shown in figure 3.

The results confirm the viability of the measurement setup for hyperspectral camera calibrations. A more ad-
vanced calibration facility will be implemented at the Metrology Research Institute based on the described
setup.
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Figure 2: Wavelength shift in the image plane.
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Figure 3: Relative spectral responsivities of the measured camera channels.
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Paper and paperboard are made of  paper machine furnish which consists of water suspended mixture of paper 

pulp and various additives. Paper pulp consists of cellulose fibers extracted from trees and additives may 

include dyes or inorganic fillers like kaolin, calcium carbonate, talc or titanium dioxide, for example. One of 

the most important control parameters of paper making is the total mass fraction, or total consistency, of the 

furnish which is defined as a mass percentage of all solid material of the furnish. Today, there are a number of 

commercial online instruments which measure the mass fraction. Measurement principles may include, for 

example, attenuation and scattering of optical signals, the attenuation of microwaves or mechanical shear force 

detectors [1]. Besides the total mass fraction, modern paper making needs online information about mass 

fractions of fibers and fillers separately. Some experimental optical methods are capable of providing separate 

mass fractions but may not be practical for industrial use [2, 3]. Alternatively, the existing optical online 

instruments can be tuned to provide separate fiber and filler mass fractions. However, the wide variation in 

fiber and filler materials make this kind of tuning very complex and difficult to conduct reliably. For example 

depending on fiber physical dimensions, fibrillation and the amount of fiber fines may lead to widely different 

results with optical methods. One possible solution would be to utilize quality information about the fibers and 

then resolve their effect on optical mass fraction sensors by using precise optical modelling based on the 

material properties. In this work, we have studied the 

necessary preconditions for this kind of approach by 

comparing experimental scattering properties of ideal and 

natural (deformed) fibers and theoretical values based on their 

size distribution as a function of the mass fraction. 

Cylindrical fibers with their diameter in the micrometer size 

scale interact with light via elastic scattering and absorption 

which can be modelled with the Mie scattering theory [4]. Mie 

scattering provides solutions for the scattering and absorption 

properties of spherical or infinite cylindrical particles as a 

function of the wavelength, particle radius and complex 

refractive index. Cellulose fibers used in paper making, 

however, are far from ideal cylinders and they suffer from 

deformations such as bending, flattening, axial twisting or 

kinks when compared with ideal cylinders. Simple cylindrical 

scattering models cannot explain the scattering properties of 

single fibers. Furthermore, the orientation angle of the fiber 

axis with the incidence light affects the scattering efficiency 

and cross section of the fiber. We assume that the effects of 

structural deformations and orientation on the bulk scattering 

properties of pulp can be taken into account if we treat the 

diameter and orientation as probability density functions and 

integrate Mie solutions over them. With this approach, we can 

predict the bulk scattering properties of fiber suspensions as a 

function of the mass fraction.  

In order to test our assumption we chose cellulose fibers 

(bleached Nordic pine) used in paper mill and artificial rayon 

fibers to represent deformed and ideal cylindrical particles as 

shown in Figure 1. We determined their cross sectional 

Figure 1. a) Natural cellulose fibers 

resembling flattened deformed cylinders and 

b) near ideal cylindrical artificial rayon 

fibers. 
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diameter distribution from microscope images and used a 

log-normal distribution to fit and represent the fibers in 

Mie calculations. We used the log-normal diameter 

distributions with an additional assumption of isotropical 

orientation of the fibers together with the Mie theory in 

order to solve the scattering properties of bulk fiber 

suspension as a function of the total mass fraction.  

We compared the Mie results based on fiber statistical 

morphology with the experimental results of two 

independent measurements of fiber suspensions with a 

varying mass fraction simulating the real life process 

environments. Closed loop circulation measurement setup 

was used to examine the sample fibers in aqueous 

solutions between 0.1% and 1% mass fractions. The setup 

is shown in Figure 2. Two measurement devices were 

attached to the circulation system to provide independent 

results. First device used double integrating spheres and narrow flow through cuvette in conjunction with a 

well known IAD program [5] to determine the scattering coefficient of the sample suspension from the 

measured reflectance and transmittance. Second device measured the scattering coefficient by analyzing the 

backscattering of a laser with 45 degree angle of incidence [6] with the sample suspension in a cuvette with 

large turbulent volume. Both devices operated at 660 nm wavelength. Two devices were used in order to 

eliminate the possible orientation effect on the scattering coefficient in the narrow cuvette between integrating 

spheres. Measurement results shown in Table 1. were in agreement with each other and were close to the values 

determined from the fiber cross sectional diameter distribution with the Mie theory. Both fiber suspensions 

showed a linear response of the scattering coefficient to the total mass fraction. 

 

Our experiments show that simple cylindrical scattering model holds true for the ensemble of fibers if their 

diameter is represented with a probability distribution and that the scattering coefficient has a linear response 

to the total mass fraction. This is important as many industrial measurements based on the scattering of light 

are non-linear by nature and can behave in unpredictable manner due to changes in fiber morphology. While 

our experiments were limited to pure fibers with no fillers or fines and no fibrillation these can be taken into 

account as separate scatterers which obey their own size distribution and number density. Results also indicate 

that, if available, qualitative morphological data could be used to improve the analysis of optical quantitative 

measurements. 
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Traceability to the SI metre is the basis for dimensional measurements in the nanoscale. Atomic Force Micro-
scopes (AFM) are used to measure surface features with subnanometre resolution. Unidirectional measure-
ments, e.g. of grating pitch and step height, are partly self-compensating and can also reach sub-nanometre
uncertainty [1]. However, fully 3D measurements in nanoscale introduce a number of uncertainty sources,
most notably probe geometry effects, probe-sample interaction and probe positioning control [2]. Thus, the
existing level of 5 nm uncertainty falls short of the requirements of industry and research.

A metrological atomic force microscope (MAFM) has been developed at MIKES [3], featuring direct tracea-
bility to the SI metre via laser interferometry. The new setup has large measurement range (950 µm × 950 µm
× 100 µm). The development done under the EMPIR initiative’s 3DNano project [4] also brings us closer to
truly 3D measurements of vertical and lateral surface features. To achieve this goal, measurement uncertainty
will be reduced to below 1 nm.

Uncertainty components of the MAFM are characterized experimentally, and the total uncertainty budget is
evaluated by Monte Carlo sampling on a virtual AFM (VAFM, a numerical model of the system). The VAFM
is a numerical model of the physical system, implementing the key physics affecting the measurement, e.g.
parasitic rotations in linear movement.

Monte Carlo uncertainty estimation can be extended to include any number of uncertainty components without
added complexity. Initial results validate the method by
comparing existing results against model evaluation on ex-
isting data. A conceptual model of the VAFM is produced,
to serve as documentation and design aid.

The new setup allows measurements of large areas, which
makes it more suitable for measurements of e.g. optical
components and surface roughness. That will improve
measurement uncertainty and fill the gap between MAFM
measurement and other traceable surface characterization
methods (e.g. white light inrference microscopy, stylus in-
strument).

This project has received funding from the EMPIR pro-
gramme co-financed by the Participating States and the Eu-
ropean Union’s Horizon 2020 research and innovation pro-
gramme. The work is part of the Academy of Finland Flag-
ship Programme, Photonics Research and Innovation
(PREIN), decision 320168.

Fig. 1: CAD model of the updated MIKIKES MAFM
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3D printing technology has made steady progress for a while now and is becoming more and more accessible.
While the printing quality and materials of the commercial models might not be good enough to fabricate precise
optical  systems, they can still  be used for applications where the accuracy isn’t as important.  One of these is
teaching.

We present a lens design project for educational purposes that is aimed for bachelor’s level students. In the project
students are given a task of designing, 3D printing and polishing their own biconvex or plano-convex lenses. The
process teaches students the basics of lens design in a practical way and allows them to familiarize with some of
the common software used in the industry. The project has been developed and tested as a part of a technical optics
course with two small groups of students. The students joined the course voluntarily using university’s common
registration methods and had varying experience in digital fabrication and the field of optics.

All the students were given a loose lens specification (refractive index, focal length limits and diameter) which they
then used to design their own lenses first by hand using the lens-maker’s equation [1] and then with OpticStudio by
Zemax [2].  OpticStudio was chosen because it provides built-in functionality for exporting lens designs to 3D
printable CAD files. However, for the future courses a Python library and web based user interface for generating
basic spherical lens objects were developed [3]. This way the design process itself can also be done with other
common programs such as OSLO [4].

Stereolithography based 3D printer Formlabs Form 2 was used for the printing process [5]. The transparent printing
material of Form 2 is light-activated resin with a measured refractive index of 1.54. Hardened resin is an easy
material to polish and work with which makes it good for beginners. Three different polishing methods were tested:

1. Polishing with sandpaper, sanding pads and liquids,
2. Polishing by grinding the lens against 3D printed counterpart and
3. Dipping the lens in liquid resin and post-curing with UV light.

Generally, the sanding and grinding methods produced decent lenses but required more time and effort to polish.
Using pads and liquids also generates extra material costs. The dipping method can be a better choice if there is a
large number of students or multiple lenses for each participant. The quality was also more consistent because the
variance caused by different polishing times and techniques decreased. Some examples of final lenses can be seen
in Fig. 1.

Fig. 1. 3D printed lenses, holders and counterparts (a). An object viewed through a 3D printed lens (b).
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Lenses were tested by using a modified digital projector. The original optical system of the projector was removed
and replaced with 3D printed holder that could fit the lenses. Performance of the lenses was then compared to
industry made glass lens. The chromatic and spherical aberration of the printed lenses could be easily seen in the
projection which helped teaching the theory to the students. Various optical properties such as MTF (modulation
transfer function) could also be approximated from the projection. In the future, the goal is to run the project with a
larger group of students and see whether the whole process can still be executed successfully.
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A refractive index matching method in water to measure the velocity field around micro-pillars was investi-
gated. The micro-pillars were fabricated from an optical material (MY-133-V2000) whose refractive index 
was 1.333, which is the same as that of water. The fabrication method used was UV imprint lithography 
(UV-NIL) with photolithography with a replica mold. The moving tracer particles on the pillars were meas-
ured by micro-digital holographic particle tracking velocimetry (micro-DHPTV). Because the refractive in-
dices of the pillars and water were the same, the hologram images could be obtained clearly without diffrac-
tion around the micro-pillars. As a result, tracking of particles and measurement of velocity fields using re-
constructed particles could be achieved without optical distortion. The moving particles could be captured 
around the micro-pillars. 

Techniques for three-dimensional velocity measurements are required to detect flow fields in the mi-
crofluidic devices used in bioresearch. In a previous study, an investigation into the mechanism of actin net-
work accumulation was carried out by measuring flow fields in a micro-device with a pattern of PDMS mi-
cro-pillars [1]. The flow field was obtained by digital inline holographic microscopy (DIHM). However, par-
ticle tracking was difficult because of the optical distortion resulting from the difference between the refrac-
tive indices of water and PDMS. Given that water is generally used as the working fluid in biofluidics, the 
refractive index of MY-133-V2000 must match that of water, so that obstacles caused by optical distortion, 
such as those observed with PDMS, can be avoided. In past research, fluid measurements for macroflow [2] 
and nanoflow [3] were successfully achieved via a refractive index matching method [4] using MEXFLON, 
an optical material whose refractive index matches that of water. In addition, MY-134 (n = 1.34) a ultraviolet 
(UV)-curable resin [5], is a potential refractive index matching material. In a previous study, a cell on the 
micro-pillar fabricated by the material in the cell culture liquid (n = 1.338) was observed.  Additionally, the 
calibration plate was fabricated for multilayer nanoparticle image velocimetry using UV nanoimprint lithog-
raphy (UV-NIL) with MY-133-V2000 [6]. The fabrication process involved the use of photolithography and 
UV-NIL with a replica mold. In the present study, we measured three-dimensional flow fields around a mi-
cro-pillar prepared by the abovementioned technique. Figure 1 shows a micro-pillar pattern imaged by 

Fig. 1 SEM image of the microstructures fabricated 
from MY-133-V2000 by the vacuum UV imprinting 
technique 

Fig. 2 Experimental setup for a micro-digital 
holographic PTV system. 
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scanning electron microscopy (SEM). Figure 2 
shows the experimental setup.The equipment 
was the same as that used in our previous study 
[7]. The plate was covered by glass and had mi-
cro-pillars made of MY-133-V2000, whose re-
fractive index is 1.333. A high-resolution digital 
charge-coupled device (CCD) camera (Redlake, 
MotionProX-3; resolution 1024 × 1024 pixel, 
image 12 μm × 12 μm) with an objective lens 
(Nikon, 40×, NA = 0.55) was used to record 
fringe images of the particles. A neodymium-
doped yttrium lithium fluoride (Nd:YLF) laser 
(Photonics Industries DS20-527, λ = 527 nm) 
was used as the light source, which produced a 
pair of laser pulses at a repetition rate of 1 kHz 
with a pulse length of 58 ns and a pulse delay of 
100 μs. The polystyrene spherical particles 
(Thermo Fisher Scientific 4010A Polystyrene) 
had a diameter of 1 μm and specific gravity of 
1.05. NaCl (10 mM) was added to the particle 
suspensions to enable solid contact between the 
particles and the micro-pillar pattern. The re-
fractive index of the 10 mM NaCl solution is the 
same as that of   water. Particle suspensions or 
10 mM NaCl particle suspensions were dropped 
on the micro-pillar pattern, and the plate was 
covered by a cover glass. Hologram images were 
recorded at a repetition rate of 1 kHz. The parti-
cles were tracked by DHPTV [7]. Hologram images of the micro-pillar pattern is showed in Figure 3. Figures 
3(a) and 3(b) show the micro-pillar patterns of MY-133-V2000 and PAK-01, respectively. Figure 3(c) shows 
the micro-pillar pattern of MY-133-V2000 in the 10 mM NaCl particle suspension, while Fig. 3(d) shows the 
micro-pillar pattern of PAK-01 in the particle suspension. On the one hand, the edge of the micro-pillar pat-
tern of MY-133-V2000 became invisible as a result of refractive index matching when the pattern was im-
mersed in the 10 mM NaCl particle suspension. On the other hand, the edge of the micro-pillar pattern of 
PAK-01 was visible even when the pattern was immersed in the particle suspension. It is clear, therefore, 
that the micro-pillar pattern of MY-133-V2000 can be used for refractive index matching with water. In this 
study, the micro-pillar pattern of MY-133-V2000 was fabricated, and refractive index matching was per-
formed using MY-133-V2000 and water. The particle on the micro-pillar was reconstructed and tracked us-
ing micro-DHPTV [7]. Refractive index matching with water will help in enhancing our understanding of the 
3D flow around microstructures in water. We believe that our method will provide a deeper insight into the 
3D flow around complex microstructures and allow for the detection of flow fields in the bioresearch and 
chemical fields. 
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Fig. 3 Hologram images of microstructures (a) 
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Micro- and nanofibrillated cellulose (MFC) have raised great interest as a sustainable and biodegradable ma-

terial. It is used in various applications, for instance, in composites, barrier materials, viscosity modifiers and 

antimicrobial films [1]. Many applications of MFC, such as 3D printing and self-assembly of nanocellulose-

based filaments, require prior knowledge of flow dynamics. Despite of extensive research, complex flow prop-

erties of MFC are still not comprehensively understood and novel experimental data and analysis methods are 

needed. An optical method, called optical coherence tomography (OCT), has recently been demonstrated to 

be an excellent tool to monitor fiber suspension flow and flocculation in a rotational rheometer [2]. OCT has 

a superior resolution compared to other modalities such as ultrasound velocimetry and magnetic resonance 

velocimetry. The high resolution enables accurate measurements for wall layer dynamics. Rheological and 

flocculation analysis in a pipe rheometer equipped with the OCT device, a more realistic geometry for practical 

applications, has been recently presented [3-5]. In this study, a novel method to estimate yield stress from 

optical coherence tomography (OCT) velocity data is presented for 0.5 % microfibrillated cellulose (MFC) 

suspension in a tube flow.  

The microfibrillated cellulose sample was prepared from never-dried bleached kraft birch pulp via grinding 

three times in a supermasscolloider (Masuko Sangyo Co. Ltd., Kawaguchi, Saitama-pref., Japan). The config-

uration of the experimental system is shown in Fig 1. Measurements were performed in a glass tube with an 

inner diameter of 8.6 mm. The OCT device was in-house built. More details of the measurement setup and the 

device can be found in Refs. [4-5]. 

 

 

Fig. 1. The measurement setup. L1 and L2 are locations of the pressure sensors, θD is Doppler angle and P0 is 

overpressure. 

  

Measurements were performed at the A-scan rates of 31 kHz and 123 kHz. The phase variance was calculated 

from the bulk region of the suspension (distance from the pipe wall more than 20 µm) to eliminate the effect 

of reduced MFC concentration due to wall depletion. The data was fitted with two lines (Fig. 2.) The obtained 

yield stress, defined as the intersection point of the two fitted lines, was 3.4 Pa which correlates excellently 

with the values defined directly with a bob and cup rheometer [2] and with the viscosity data variations of the 
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pipe rheometer [3]. Furthermore, the relative floc sizes, calculated from the structural data [4], started to de-

crease at the same point, which indicated breakage of the fibrous networks structure due to shear stress ex-

ceeding the yield stress. 

The velocity variance data from OCT can obviously be used to determine the yield stress of complex suspen-

sions. In future, more solid concentrations and different grades of MFC will be measured to validate this novel 

method for determining the yield stress.  

 

 

Fig. 2. Measured variances of the OCT velocity signal with two fitted lines. The intersection of the lines de-

picts the yield stress point. Rectangular and round points have been measured at the 31 kHz and 123 kHz 

scan rates, respectively.  
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The spectral responsivity of a photovoltaic device is needed for solar cell development and cell analysis. It can
also be used in testing of solar cells, to correct for the spectral mismatch between the light source used in the
measurement from the standardized reference spectral irradiance data. Measurement setups of spectral respon-
sivity have been standardized in [1]. Solar cells can be nonlinear which poses a challenge in measurements.
Differential spectral intensity in biased conditions needs to be measured. Such measurement setups have been
presented in [2 – 5]. The cells measured are biased with incandescent or Xe light sources. Monochromatic
measurement beam is chopped and measured with a lock-in amplifier from the cell output. Combining the bias
light with the measurement beam can be made in an integrating sphere, or the beams can be imposed on the
cell surface.

Fig. 1. Schematic presentation of the differential spectral responsivity setup.

We have developed a measurement setup for differential spectral responsivity of solar cells using towers of
halogen lights (4 ´ 7 ´ 50 W) for bias light, and 30 narrow-band LEDs for measurement (Fig. 1). The bias
lights are used to set radiation conditions close to AM 1.5 (1000 W/m2) as specified in [6]. The measurement
LEDs are mounted in a carousel, guiding one LED at a time to light the cell. The carousel has been earlier used
in measurement of cameras [7]. The LEDs are temperature controlled (Fig. 2) and operated with a modulated
operating current. A lock-in amplifier is used to detect the weak signal from the induced photocurrent of the
solar cell.  The cell to be measured is temperature stabilized to 25 °C with liquid cooling. The photocurrent is
measured with a shunt resistor (2 W) and a source meter keeping the voltage across the cell negligible.

The setup has been fully characterized and tested for measurements. Figure 3 shows the spectra of the meas-
urement LEDs assembled, and a test measurement of a solar cell. As a reference, a trap detector and a precision
aperture is used to measure irradiances of the individual LEDs with the bias lights switched off.

The uncertainty of the obtained differential spectral responsivities over the visible region is 2.5 % (k = 2). This
is mainly dominated by the standard uncertainties of the spatial uniformity of the measurement beam (0.6 %),
gain of the lock-in amplifier (0.6 %), short term stability of the LED source (0.5 %), and the repeatability of
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the measurements (0.5 %). The standard deviation of the spatial uniformity of the bias lighting is 1.7 % over a
solar cell area of 15 ´ 10 cm. The corresponding uniformity for the measurement beam is of the order of 0.6 %
depending on the LED used.  In the UV and IR regions, the non-uniformities are higher.

Fig. 2. Details of the setup. Left: A carousel containing LEDs. The round circuit board in the middle contains
relays used for connecting the electronics to one LED at a time. Right: Four towers containing the bias lights.

Fig. 3. Left: relative spectra of the measurement LEDs. Right: Test measurement of a solar cell.
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Silicon photonics (SiPh) represents a scalable path to the deployment of photonic integrated circuits (PICs)
[1]. The fundamental idea is to integrate a large number of photonic functions in a small footprint on the surface
of a silicon chip. SiPh applies the proven success of silicon microelectronics into photonics.

VTT's PIC platform uses 3µm thick silicon-on-insulator (SOI) waveguides [2] as illustrated in Fig. 1 and
Fig. 2. This platform, known also as “Thick-SOI” is offered by VTT as open access via multi-project wafer
(MPW) runs, dedicated process runs, prototyping and small-to-medium volume production services. The main
benefits of the Thick-SOI platform are low losses (0.1 dB/cm), dense integration (bending radii down to
<2 µm), polarization independent operation, wide wavelength range (1.2–4 µm), ability to tolerate high optical
powers (>1 W) and smooth transition from R&D and prototyping to volume production. Here we show latest
results of some key devices realized on our Thick-SOI platform. We also present device examples to demon-
strate its suitability for sensing and datacom/telecom applications.

Fig. 1. Basic building blocks on Thick-SOI PIC platform:
1) SM rib waveguide, 2) horizontal mirror, 3) rib-strip con-
verter, 4) spot-size converter, and 5) up-reflecting mirror.

Fig. 2. Simulated intensity distributions of the funda-
mental mode fields in a SM rib waveguide (left) and a
strip waveguide (right).

Wavelength (de)multiplexers are versatile components that are crucial for increasing link data-rates in tele-
communication applications by increasing the channel counts but can also be used for optical spectrum sam-
pling in spectroscopic sensors. The usual way to do the multiplexing is either with an arrayed waveguide
grating (AWG) or with an echelle grating (EG). While AWG has the advantage in terms of easy scaling up of
the channel count for low channel spacing values, EG is potentially more compact and better suited for larger
channel  spacing  with  a  comparatively  lower  channel  count.  Fig.  3  A  and  B  show a  schematic  of  a  1  x  11
channel AWG design with 400 GHz channel spacing in the 1550 nm wavelength area (C-band), fabricated in
thick-SOI. Measured transmission characteristics confirm low loss (1.2-2.0 dB) and high extinction ratio
(35 dB) for the measured TE polarization. Similarly, the fabricated EG design (Fig. 3 C and D) centered around
1550 nm show extinction of over 25 dB and low losses in the 1.3-2.5 dB (TE) and 0.9-1.8 dB (TM) range.

A B C D
Fig. 3. Schematic of an 11-channel AWG design (A) with 400 GHz channel spacing and the measured transmission
(B) showing low insertion loss and high extinction ratio in TE polarization. Microscope image (C) of the fabricated
5x1 EG with 800 GHz channel spacing and the measured transmission characteristic (D) in TE polarization.

For light input and output coupling purposes we have developed up-reflecting total internal reflection (TIR)
mirrors integrated at the end of the Si waveguides (Fig. 4). The 45° degree vertical coupling mirror surface has
been realized with wet etching. The mirror to fiber coupling loss has been measured to be below 0.5 dB over
the entire C-band, and for both polarizations. These mirrors are ideal for integration of vertical-cavity surface
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emitting lasers (VCSELs) and detectors on the SOI chips, and also for characterizing device performance with
a wafer-level testing (WLT) setup.

Fig. 4. SEM image of a cross-section of a 45o TIR ver-
tical coupling mirror.

Fig. 5. SEM image of the fabricated horizontal Ge
PDs integrated with 3 µm SOI waveguide

For light detection, we have also developed Ge-based, monolithically integrated PIN photodetectors (PD) on
our Thick-SOI platform (Fig. 5) using the horizontal PD configuration as reported in [3]. Wafer level meas-
urements have shown PD responsivity of about 0.9 A/W with dark current of about 1 µA, measured at -1V
bias. The PDs also show excellent 3dB bandwidth response (>35 GHz).

In the EU project MIREGAS, the platform was used for creating a switchable and tunable light source in the
2.7 to 3.5 µm wavelength range, with a spectral resolution below 1 nm. The mid-IR light source consisting of
an SLED (provided by TAU/ORC) flip-chipped on 3 µm SOI chip is shown in Fig. 6. The 3 µm integrated
optical circuit on SOI contains arrays of optical switches and a wavelength multiplexer.

We have also realized in the Thick-SOI a LIDAR operating at 1.55 µm, the design is shown in Fig. 7. The
beam can be steered horizontally by changing wavelength. The LIDAR is edge emitting and only requires a
cylindrical lens to reduce vertical beam divergence.

In the EU project PASSION, the platform is used for creating a 40 channel transmitter module capable of up
to 2 Tb/s transmission rates. The chip incorporates four AWG multiplexers, coupled to arrays of VCSELs via
the up-reflecting mirrors. A picture of the fabricated chip is shown in Fig. 8.

We have demonstrated that the Thick-SOI platform can be used in a wide variaty of applications, ranging from
telecom and datacom to mid-IR gas sensing.  For  low-cost,  low-barrier  access  the platform is  offered as  an
MPW service, with full support for scaling up to volume production.

Fig. 6. Mid-IR tunable light source
consisting of an SLED integrated on
Thick-SOI. Chip size 5×10 mm.

Fig. 7. Wavelength tunable
LIDAR design. Component
size is 1 mm×2mm.

Fig. 8. 40 channel transmitter chip for
2 Tb/s. Chip size 20 × 20 mm.
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Abstract – The use of graphitic thin films in optoelectronic and photonic applications is increasing 

due to their unique optical and electrical properties. The recently fine-tuned, metal-catalysis, 

CVD synthesis of these films also increases their applicability. Even though such films are being 

used now, not much light has been thrown on the properties of these films that makes them 

appealing. Here we present our findings on the spectroscopic and microscopic investigations, 

highlighting the effect of the nanometrically thin Ni catalyst used in the synthesis. 

Introduction – Graphitic films have now made a huge impact on the opto-electronic and 

nanofabrication industry as they are now used in such applications [1]. One drawback of these thin 

films, when it comes to photonics application, is the ability to synthesize them on transparent dielectric 

substrates. Over the past few years scientists have come up with different techniques to overcome this 

backset and one of these is the use of thin films of metal catalysts such as nickel (Ni) and copper (Cu) 

[2,3]. The most frequently used metal catalyst is the Ni catalyst. This technique of synthesis mainly 

involves the receding of the metal catalyst, the pyrolysis of the carbon precursor, growth of carbon film 

on the air-metal interface as well as the metal substrate interface. 

Results – Our work focuses on the synthesis technique that allows the use of direct growth of graphitic 

films on transparent dielectric substrates, by making use of nanometrically thin nickel catalysis. Using 

a process temperature of 800 °C, we grow graphitic thin films using the technique of CVD on 

transparent dielectric substrate. We now compare films synthesized with and without the Ni 

nanocatalyst by looking at their physical properties. Using spectroscopic measurements, we study the 

optical and electrical properties of these films establishing the effect of the Ni nanolayer. 

 

 

 

 

 

 

 

From our study, we observed that removal of the Ni nanolayer from the film does not affect the lattice 

structure of the film (from Raman) and increases transmittance in the VIS-IR regions of the 

electromagnetic spectrum [4]. Such graphitic thin films have exhibited good potential in applications 

such as nonlinear optics and surface-enhanced Raman spectroscopy [5, 6].   

 

Fig. 1. An illustration of the process 

flow for the growth of graphitic thin 

films on transparent dielectric 

substrate fused silica (SiO2) using 

CVD synthesis process. 
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Summary – To conclude we present our findings of the effect of the inclusion of a thin film of nickel 

metal catalyst in our CVD synthesis of graphitic films, we discuss this effect on the optical and physical 

properties of these thin films.  
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Fig. 2. Top left corner: image of 

synthesized graphitic film, top right 

corner: Raman spectra of graphitic 

film with Ni (GRF + Ni) and with Ni 

removed (GRF - Ni), by etching. 

Lower left corner: SEM image of 

GRF + Ni and lower right corner: 

SEM image of GRF – Ni. 
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Palm oil, a highly nutritious dietary oil and currently the most used edible oil in the world, is found to contain 

Sudan IV dye as hue enhancer. Sudan IV dye is an industrial dye that is used fraudulently in enhancing the 

color of palm oil due to its wide availability, low cost, and intense hue. Due to their proven carcinogenicity 

and mutagenicity, it is banned as food additives [1]. Yet this problem is still prevalent in developing countries, 

The Ghana Food and Drugs Authority (FDA) through a communique in October 2015, cautioned the public of 

the distribution and sale of Sudan IV dye adulterated palm oil adulterated in the open market. This was after 

98 % of the samples collected from sellers in different markets in Accra region in Ghana for testing, showed 

positive results to Sudan dyes. The method used in identifying these adulterations are usually laboratory based 

and requires high level of expertise in operation and interpretation of results. We propose a method based on 

the principle of surface-enhanced Raman spectroscopy in authenticating and detecting Sudan IV dye adulter-

ation of edible palm oil from Ghana. We then apply principal component analyses on classical transmission 

spectra to confirm the results. This method provides a quick, less expensive, ready and easy-to-use platform 

in its operation. 

A substrate functionalized with silver nanoparticles (AgNPs) is used in this work. Its fabrication is detailed in 

[2]. In this method, a silicon wafer is periodically and systematically dipped in two 5 mM precursor solutions 

of silver nitrate (AgNO3) (Sigma-Aldrich, 99 % purity) and sodium chloride (NaCl) (Sigma-Aldrich, 99.8 % 

purity), see Fig. 1. (a), to produce silver chloride particles. This is an intermediary step to prevent tarnishing 

of the AgNPs. The growth rate and size of the AgCl particles depends on the dipping cycles, concentrations of 

the precursor solutions and the duration of each dip. For this work, we used 1.5 s per dip and submersion cycle 

of 50. The AgCl particles produced are not SERS active they are made as such by exposing section of the AgCl 

to about 5 mW of laser power for about 2 min (see Fig. 1(b)), to reveal fresh AgNPs for measurements. The 

FDA provided the samples used in the study.  

                        

(a)                                                       (b) 

Fig. 1. Schematic flow chart of the substrate production: (a) AgCl fabrication process and (b) photo reduc-

tion process to reveal fresh AgNPs for measurement. Adopted from [2]. 

The SERS profile of analytical grade palm oil (STDPO), Sudan IV dye, and four of the Ghanaian samples 

(labelled as FDA1-4) is measured with a 514 nm laser, power of 50 µW and acquisition time of 10 s. Fig. 2 

shows the spectra of Sudan dye and Ghanaian samples. The Raman spectral peak at 1389 cm-1 was the main 

identifier peak used in the authentication to predict adulteration in the Ghanaian samples. We were able to 

detect traces of Sudan IV dye adulteration in all the palm oil samples from Ghana as indicated by the FDA. 

This method provides a quick, ready-to-use, on demand, and less expensive platform in determining adultera-

tion, saving time and money. 
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(a)                                                                              (b) 

Fig. 2. SERS spectra of: (a) Analytical Sudan IV dye and (b) Ghanaian samples, taken with 514 nm laser of 

power 50 µW and acquisition of 10 s. 

In addition to SERS characterization of the samples, we performed spectrophotometric measurement with a 

Perkin-Elmer Lambda 9 UV/VIS/NIR spectrophotometer. We measured both samples collected on the open 

markets of several Ghanaian regions and prepared adulterated samples with different concentration of the Su-

dan IV dye. We compared the results using principal component analysis, which confirmed our results. 

This method can be implemented on the field using handheld devices for rapid and cost efficient screening by 

local authorities of the market samples. Suspicious samples would however have to be analyzed carefully by 

robust methods in laboratory. Finally, the technique can be applied to many other food or cosmetic product to 

fight against counterfeiting. 
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Comet Interceptor is a recently-selected F-class mission to a dynamically-new Solar System object. Enabled
by recent advances in observational surveys which will cover the sky more deeply, coherently and rapidly, the
spacecraft will be parked at the Sun–Earth Lagrange Point L2 waiting for a suitable target to be discovered. It
will be a multi-element spacecraft comprising a primary platform which also acts as the communications hub,
and sub-spacecraft, allowing multi-point observations around the target during a flyby. The B1 sub-spacecraft
is proposed by University of Tokyo and JAXA. The B2 sub-spacecraft will carry OPtical Imager for Comets
(OPIC) whose goal is mapping of the nucleus and its dust jets at visible and infrared wavelengths. Here we
present the preliminary design and considerations. The instrument is named after an Estonian astronomer Ernst
Öpik who proposed a reservoir of comets which is now called the Öpik–Oort cloud, from where the Comet
Interceptor target would originate.

Fig. 1. Left: Comet Interceptor overview. Right: A simulated view from the OPIC on-board the B2 spacecraft
travelling at 65 km/s with respect to the comet. Full animation: https://vimeo.com/321107967/bca114809a

The visible (VIS) camera will be a monochrome imager with a wavelength range of 400–800 nm, while the
near-infrared (NIR) camera will be a spectral imager capable of imaging the comet at 5–20 different wavelength
bands in the 1000–1600 nm region with the spectral resolution of 20 nm. The spectral imaging is realized with
a tunable passband filter. The effective aperture for both cameras is in the range of 1.5–3 cm. The OPIC
instrument will provide images continuously as the B2 spacecraft approaches the comet.

As it is considered too risky to point the cameras directly at the direction of travel, OPIC will be pointed to
the side of the spacecraft (i.e., perpendicular to the flight direction) and a folding mirror is used to point the
instrument towards the flight direction (similar to a periscope). During the closest flyby, the mirror is moved
aside and, if the flyby geometry allows, the instrument will point sideways to the comet as the B2 flies past the
closest approach.
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Fig. 2. OPIC concept.

The instrument also includes a Data Processing Unit (DPU) to prioritize the images for transfer to the main
spacecraft during the flyby. The DPU will be capable of storing the collected raw data, which can then be
transferred onwards if the spacecraft survives the flyby.

The NIR spectral imager is based on VTTs tunable Fabry–Pérot Interferometer (FPI) technology, which is
combined with an InGaAs image sensor (640×512 pixels) to create the spectral imager. The NIR spectral
imager concept has been successfully demonstrated in Low Earth Orbit (LEO) onboard the Reaktor Hello
World CubeSat. The same design is considered as the baseline for Comet Interceptor, but the FPI technology
is compatible with any image sensor, so it is possible to modify the design if necessary. The spectral imager
will include an internal calibration source for wavelength calibration, so it will be possible to re-calibrate the
instrument during the commissioning.

The design of the visual spectrum camera is based on a space-qualified 3D-Plus’ FPA 4Mpx CMOS 3DCM73x.
It features the CMV4000 sensor (2048×2048 pixels) from AMS (formerly CMOSIS). The same sensor has been
used in the VTTs visual range hyperspectral camera on the Aalto-1 nanosatellite with good results. University
of Tartu is also developing a high-sensitivity Earth observation imager using Gpixels GSENSE series scientific
CMOS sensor. If the sensor and readout electronics will be approved within ESAs Industry Incentive Scheme,
it can be considered for OPIC.

In order to maximize the science return of OPIC, a DPU is used to automatically prioritize the images for
transfer during the flyby (e.g., to transfer images with the most useful signal and the least smear). This is
needed because the high probability of dust impacts that could harm the instrument and the spacecraft during
the approach and flyby. Image compression will also be used for the high priority data in order to maximise
the link throughput. The DPU also controls imaging parameters in case all images are too dark, saturated or
smeared. The DPU can be based on the space-qualified Q7 system-on-chip by Xiphos Technologies which
integrates dual ARM CortexTM-A9 MPCore processor together with an FPGA. This board has been tested in
space on-board Reaktor Hello World nanosatellite together with VTT’s hyperspectral imager, and it is also
being implemented and tested for ESA’s PICASSO and APEX cubesats.
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A need for rapid prototyping and customized small-series production of polymer optics is increasing. While 

the production cycle times for new products are decreasing, the component geometries and functions are get-

ting more and more complex. Additive manufacturing (AM), or 3D printing, offers one way to speed up 

product development and decrease costs. 

 Using AM process, an object is created in a layer-by-layer manner. Most commonly known methods 

to create 3D printed optics are two-photon lithography [1,2] and micro-stereolithography [3], which are of-

fering promising results for small objects in micro- and millimeter-scale. At the University of Eastern Fin-

land we are utilizing Printoptical Technology [4], proprietary of Luxexcel. This is an inkjet-based method for 

fabrication of centimeter-scale components with smooth surfaces. The process yields consistently prints with 

surface roughness in single nanometer scale without any post-processing, which is enough to directly print 

optical quality components. 

 In our recent work [5] we have applied 3D printing to realize freeform optics for industrial based tai-

lored illumination, where the goal was to design and fabricate a freeform lens array for light-emitting diodes 

(LEDs). We demonstrated an iterative fabrication scheme [6], which improves shape accuracy of the 3D 

printed optics even up to imaging quality. Utilizing this scheme, we demonstrate an imaging lens with cen-

timeter-scale diameter featuring optical performance comparable to that of a commercial glass lens. In this 

presentation we will discuss the features, limitations and most notably potential and realized applications of 

the 3D printed optics. 

 Future research will concentrate on multi-material printing for support materials and materials which 

are offering, e.g., different refractive indices. Support materials, which can be dissolved after the printing 

process, would allow, e.g., printing of hollow structures. Printing two materials with different refractive indi-

ces would give possibility to research gradient-index (GRIN) optics. These developments will allow 3D 

printing of optical components that cannot be manufactured with traditional subtractive methods. 
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Fluorescence microscopy is a promising tool to visualize the structure and/or dynamics of biological samples
including cells and micro-organelles by labeling specific biomolecules with fluorophores. However, the reso-
lution of the image obtained by wide-field illumination is restricted based on the diffraction limit, and many
types of super-resolution techniques have been proposed[1]. Laser scanning microscopy (LSM) is an option
for fluorescence imaging which is based on scan of a focused laser spot for excitation and reconstruction from
a set of point-detected fluorescence signals. Although this microscopy can provide high contrast images thanks
to limited-volume excitation, the resolution and speed are still restricted owing to single diffraction-limit-spot
scanning. This paper presents a method of super-resolution imaging where a subdiffraction-limit optical pattern
is used as illumination. Subdiffraction-limit optical patterns are generated flexibly using computer generated
holograms (CGHs), and our method is expected to improve the performance of the LSM. In this study, we
investigated capability of the method in bio-imaging.

In LSM, the point spread function (PSF) of a reconstructed image is expressed as the multiplication of the
function of the illumination-intensity distribution and the PSF of the imaging optics. This equation indicates
that use of a smaller focused spot is effective to improve the resolution. Thus a subdiffraction-limit optical pat-
tern that is finer than the diffraction-limit spot is employed. We have already demonstrated that well-designed
CGHs can generate an array of subdiffraction-limit spots[2]. It is also possible to generate subdiffraction-limit
spots with multiple wavelengths on multiple planes[3]. Note that the subdiffraction-limit optical patterns are
provided by propagating light, and therefore they are straightforwardly utilized as illumination in microscopy.

In our super-resolution method, a subdiffraction-limit optical pattern is generated and scanned on the sample
plane. During scanning, a sequence of fluorescence images is captured; then a high-resolution image is recon-
structed through digital processing. When multiple spots are utilized as illumination, the individual spots can
cover different field of views (FOVs), and thus time for image acquisition can be shortened.

Figure 1 shows the experimental setup. A light wave from a laser source (wavelength: 488 nm) hits a spatial
light modulator (SLM; HOLOEYE Photonics AG, LC2012) that works as a CGH, then a subdiffraction-limit

f=20 f=400 f=450
f=150
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mirror

Dichroic 
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Figure 1: Experimental setup.
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Figure 2: (a) Images of GFP-labeled tublin. (b) Intensity profiles along yellow lines shown in (a).

optical pattern is generated on the sample plane through optics including an objective lens (100×, oil immer-
sion, numerical aperture (NA): 1.40). The fluorescence images are captured by an image sensor (Hamamatsu
Photonics K.K., C14440-20UP).

To investigate the ability for resolution improvement in bio-imaging, we observed green fluorescence protein
(GFP)-labeled tubulin, which is a configuration factor of cytoskeleton. We designed a CGH that generated an
array of 3×3 subdiffraction-limit spots, using the Gerchberg-Saxton algorithm with our own constraints[2]. The
spot size, defined as the full width at half maximum, of the center spot was reduced from 257 nm (diffraction
limit) to 187 nm (subdiffraction limit). In the image reconstruction, the center spot alone among 3 × 3 spots
was used because the size of the center spot was reduced most effectively. Figure 2 shows an imaging result,
where the scan pitch is 65 nm and the number of scan steps is 49 × 49. Although a detailed structure is not
observed by wide-field imaging, some tube-like structures are observable when scanning with a diffraction-limit
spot and with the central subdiffraction-limit spot. A comparison of the intensity profiles (Fig. 2(b)) indicates
that the width of the structure is reduced from 342 nm to 294 nm. The result demonstrates that the use of a
subdiffraction-limit optical pattern is effective to improve the resolution in LSM. We performed an additional
experiment where 5 × 5 subdiffraction-limit spots among 7 × 7 spots were used for illumination, to shorten
the time for capturing images. Different FOVs were assigned to the individual spots in the reconstruction, and
a final large FOV image was synthesized by connecting the reconstructed images. The result confirmed that a
large-FOV super-resolution image was obtained by the method.

In this study, super-resolution imaging by laser scanning microscopy with a subdiffraction-limit optical pattern
is presented. The experimental results indicate the capability for resolution improvement. We will further
investigate the performance to characterize the method in bio-imaging.

This research was supported by the grant of Joint Research by the National Institutes of Natural Sciences (NINS
program No. 01111702).
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This study concerns sauna and environment heat exposures regarding bathing methods for health enhancement, 

e.g., sauna bathing is very popular in Finland, and hot water bath is popular in Japan. A systematic review has 

shown that a regular hot exposure has the potential to provide beneficial health effects on healthy people, but 

also for those with cardiovascular-related and many other diseases, such as rheumatological diseases, and also 

very good for sport people [1]. 

Photoplethysmographic (PPG) signals measurement system consists of ir (infra red) and red LEDs which illu-

minate the responses recorded by the photodiodes in the PPG probes. In PPG technology, the main difficulty 

is its quantitative analysis, calibration can be challenging, and comparison of PPG wave easily obtained from 

different body locations, several persons, and with their skin color. In our measurements the light intensities 

and wavelengths (red 640 nm & infrared 920 nm) are fixed. In practice, the results are the arterial pulse PPG 

waveforms which are based on the propagating pulse wave during each heart cycle the pulse coming from the 

heart’s left ventricle. The pulse waveforms travel through the arterial circulatory system and arrive the periph-

eral, parallel capillary arteries to the finger and toe tips under the nails to be measured optically. The elasticity 

index was calculated as the relation of the peak time of primary percussion wave to the peak time sum of the 

four other primary waves [2]. 

Young female and male volunteers with good heart health status were included from the University depart-

ments in the dry sauna test group of 14 subjects. Finnish saunas involve short exposures (20-30 minutes) at 

temperature of 80oC with dry air. Before the sauna and the recovery from the sauna exposure were measured 

with the subjects in the supine position. The study was approved by the ethical review board of the Oulu 

University. 

The primary wave components can be used for, e.g., elasticity calculations. However, full optical understand-

ing of PPG waveforms and their physiology are still lacking. After investigation the intrinsic connection be-

tween infrared and red PPGs from finger and toe tips, and derived an elasticity index to describe the relation-

ship between biophysical parameters, needs fewer assumptions than other methods. PPG recording before 

(left) (300 s), in sauna (middle) (1200 s), and after (right) (1300 s)sauna exposure is shown and 5 sec insert. 
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Fig1. PPG recordings from a 32 y male subject before (left), in sauna (middle), and after sauna (right) 

PPG measurement gives bid data without proper analysis procedures, like decomposition of pulse waveforms. 

However, further PPG research from sauna settings relating to the physiological mechanisms of sauna expo-

sure that promote both arterial and cardiac health is needed. 
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The term longitudinally-polarized optical needle is used to represent longitudinal electric fields that show
spot-like intensity distribution in the transverse (xy) plane with sub-wavelength confinement over a distance
of several l along the longitudinal axis (z), where l is the excitation wavelength. Such optical fields are ex-
pected to be valuable in providing alternative illumination conditions in optical microscopes, for multi-plane
imaging or micromanipulation of nanoparticles. Various methods, based on radially-polarized (RP) beams,
have theoretically predicted the generation of optical needles [1]. To date, however, experimental verifica-
tions of the generation a longitudinally-polarized optical needle in three dimensions have been scarce and in-
complete.

In this work, we experimentally demonstrate the creation and observation of a longitudinally-polarized opti-
cal needle that is produced by a radially-polarized Bessel-Gauss beam (RPBG) generated at the focus of a
microscope objective [2]. This choice was motivated by the well-known large depth of field of vector BG
beams [3], and the longitudinal fields that arise from tight focusing of RP beams [4]. The RPBG beam was
created by focusing a RP thin ring through a high numerical aperture (NA) objective. The ring itself was
generated by a RP doughnut beam and an axicon.

We managed to probe the longitudinally-polarized optical needle in three-dimensions using spatial mapping
of the second-harmonic generation (SHG) from a single vertically-aligned GaAs nanowire, which were
shown to be sensitive to longitudinal fields excitation only [5–7].

Fig. 1. Comparison of experimental focal intensity distribution (top) and theoretical focal electric field distri-
bution (bottom) of the optical needle, under identical focusing conditions, in the xy- and yz-planes.

In conclusion, we have experimentally generated and probed a longitudinally-polarized optical needle in the
focal region of a high NA objective. It was formed by a RPBG beam and characterized using SHG from ver-
tically-aligned nanowires, sensitive to longitudinal electric fields. Our optical needle shows a depth of field
of over 30 l and subwavelength transverse confinement (0.41 l). It also shows great spatial homogeneity
and almost perfect agreement with numerical simulations. This demonstration confirms the new opportuni-
ties opened by optical needles for microscopy, light shaping and optical micromanipulation.
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Opto-fluidics is defined as a synergistic integration of photonics and microfluidics [1]. The research and de-
velopment is driven by the potential for enhanced sensing performance and simplification of microsystems.
However, only few concepts have been transferred successfully into upscaled fabrication of integrated mi-
crosystems because of the lack of processing and integration methods. The question is not only about direct
commercialization of designs and concepts, but also academic researchers benefit from the high-volume sensor
fabrication when the number of samples is not limiting the assessment of the designs and associated test pro-
tocols. Our work deals with the production upscale to manufacture optical sensor elements and microfluidic
sample handling platforms at high volumes.

Nano-scaled structures have been widely studied with several application areas as they exhibit interesting
physical and chemical properties which differ from the properties of the bulk material made of the same com-
position. The development of different planar plasmonic substrates tries to reduce the repeatability issues of
the colloids through periodicity of the nanostructures on top of the substrates. Fig. 1a) shows roll-to-roll (R2R)
imprinted periodic nanostructures. After coating the surface with a thin layer of gold, they are suitable for
surface-enhanced-Raman-spectroscopy (SERS) applications. Scanning-electron-microscope from the surface
is shown in Fig. 1b). We demonstrated the feasibility of such polymer-based low-cost SERS substrate in ana-
lyzing the microbes with characteristic Raman spectrum [2]. Microfluidic channels enable flowing sample
solution on chip in a controlled way and the sample molecules can be also accumulated onto the sensor surface
by analyte capture. Fig. 1c) presents an opto-fluidic sensor configuration where optical sensor surface is inte-
grated with polymeric microfluidic and lid layers.

Fig.1. a)  Roll-to-roll nanoimprinted optical surface on plastics, b) SEM-image from the surface, c) opto-fluidic
sensor configuration with integrated microfluidics and a sensors surface.

Elastomer poly(dimethylsiloxane) (PDMS) has become, and remained, one of the most used material in reali-
zation of microfluidic devices in academic environment. The wide usage of PDMS material is originated from
number of factors with most importantly the relatively cheap and easy prototyping of small numbers of devices
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using master moulds for structure replication. PDMS surface properties can be also tuned and to bond PDMS
with glass and PDMS itself. These factors have enabled made the realization of prototype devices that test new
ideas in a shorter time and with lower cost than that which is reachable using silicon technology. Probably the
biggest factor in limiting the usage PDMS outside laboratory relates to the lack of high-volume fabrication
methods to produce microfluidics.   In our recent work [3], it was demonstrated that also PDMS–based micro-
fluidics can be roll-to-roll produced.  Fig. 2a) shows a photograph from the R2R replication process, where
PDMS material is casted on Al-coated paper and microfluidic features are replicated by thermal curing. A test
device cut from a roll is shown in Fig. 2b). For the illustrative purposes, the fluidic channels were filled with
colored water. In order to validate the replicated molecular diagnostic platforms, on-chip amplification of viral
ribonucleic acid (RNA) with loop-mediated isothermal amplification (LAMP) was demonstrated. Amplifica-
tion of negative control (no RNA) and positive control (RNA) were monitored optically in real-time by taking
fluorescence images with interval of 1 min. Test arrangement with positive and negative samples is shown in
Fig. 2c) and corresponding  fluorescence signal as a function of time in Fig. 2d).  LAMP amplification was
triggered by increasing the chip temperature from room temperature (RT) to 70° C within a time period of
about 3 mins. The onset of amplification occurred at a time period of about 13 – 16 min.

Fig.2. a) Roll-to-roll fabrication of PDMS-microfluidics on paper, b) sensor device where fluidic channels are filled with
colored water, c) test configuration for nucleic acid amplification and d) fluorescence signal from reaction chambers with

and without RNA template molecules.
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Protein-protein interactions underlie nearly all biological functions. Many proteins that mediate DNA tran-

scription in so-called RNA granules appear to have unique characteristics that lead to protein aggregation under 

certain conditions. Many of these proteins are ‘intrinsically disordered’ and undergo a liquid-liquid phase sep-

aration (forming droplets) within cells [1] and in vitro [2]. The presence of plaques containing these proteins 

is linked with many neurodegenerative disorders, including Parkinson’s, Alzheimer’s and Huntington’s dis-

ease [3]. The physical-chemical structure of the protein droplets is a subject of much debate as they are spec-

ulated to be precursors to proteinaceous plaques and possibly amyloid fibrils. To that end, we applied the 

broadband coherent anti-Stokes Raman scattering (CARS) spectral imaging to study protein droplets for ob-

taining quantitative and chemically specific information. The protein structure was examined in different states 

of the RNA-binding protein fused in sarcoma low complexity domain (FUS LC) in vitro.  

For CARS measurements, the samples were "sandwiched" between two glass slides and secured on the trans-

lation stage in a broadband CARS/bright-field microscope. The broadband CARS microscope (Fig. 1) included 

a pump laser (Spectra Physics Tsunami, 800 nm, 1 ps, 80 MHz), a photonic crystal fiber (PCF), a microscope 

with a cooled microscope stage, a monochromator and a cooled CCD camera. Light from the laser was split 

into two paths, one for generating a broadband (~ 3430 cm-1) Stokes pulse, and the other to provide narrowband 

pump/probe pulses. Pulses were focused through the sample to produce a broadband (~ 500 – 3500 cm-1) 

CARS signal. Typically, a 30x30-pixel area was scanned with a focused laser beam and from each pixel, a 

CARS spectrum was recorded. For each pixel, a typical integration time of the measurement was from 30 to 

60 ms.  

 

   

 

 

  
 

 

 

 

 

 

 

 

 

 

Fig. 1. Broadband CARS setup. 

 

The raw CARS spectra as such do not provide useful quantitative information. Such information is obtained 

by retrieving the Raman spectra from CARS data [4]. Typically, this includes wavelet analysis to remove the 

(non-additive) experimental artifacts from CARS spectra [5], and then the MEM analysis to automatically 

extract the Raman line-shape spectra from the CARS line-shapes [4]. The CARS line-shapes, where the ex-

perimental artifacts are removed, are also used to make integrated microscopic images as shown in Fig. 2(a). 

The Raman line-shapes (Fig. 2(c)) provide the basis for the protein analysis, i.e., chemical mapping inside a 

protein droplet and to recognize the possible changes in protein structure within phase transitions from a mon-

omeric solution to liquid droplets and from liquid droplets to solid aggregates. Moreover, statistical 
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multivariate methods, such as the Multivariate Curve Resolution–Alternating Least Squares (MCR-ALS) [6], 

implemented to the extracted Raman data, enables the separation of spectral and spatial distributions of chem-

ical constituents of a sample (Fig. 3). 

  
                      (a)                                                       (b)                                                                 (c) 

                        Pixel number 

 
Fig. 2. Broadband CARS imaging of a protein droplet: (a) hyperspectral (integrated) CARS image, (b) 

broadband CARS spectra, (c) the retrieved Raman line-shapes at fingerprint region, inside (blue lines) and 

outside the protein droplet. 

 

                          (a)                                                             (b)                                                         (c) 

 

 

 

 

 

 

 

 

 

 

 

 
                            Pixel number                                                             Pixel number 

 

Fig 3. Statistical multivariate analysis (MCR-ALS) on extracted Raman spectra: Pure component spectral 

profiles (blue line: comp. 1) and corresponding distribution maps of liquid-liquid phase separated FUS LC.  
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High numerical-aperture (NA) spherical lens are now common and required for wide-angle view and 

high-magnification in optical products such as endoscopes, microscopes, and compact camera. The meas-

urement repeatability of the spherical lens testing has reached a ~0.1 nm by a phase-shifting Fizeau interfer-

ometer, which improves the quality control of the optical products. 

 In a high NA lens testing, however, spatial nonuniformity of the phase modulation becomes critical in 

the Fizeau interferometers with mechanical phase shifting. Fig. 1 illustrates the illuminating geometry of a 

spherical (convex) testing through the transmission reference sphere with a monochromatic light of  = 633 

nm wavelength, as an example. When the reference sphere is translated along the optical axis by distance   

the phase  of the interference fringes is shifted by 4 / radians on the optical axis. In contrast, the amount 

of phase shift in the marginal region of the aperture decreases by 4 cos / where the cosine factor is a ge-

ometrical effect. This nonuniformity can couple with the multiple-reflection light between the reference and 

test surfaces and result in the phase measurement errors. There have been designed many error-compensating 

phase-shifting algorithms that can compensate for these phase increment errors. However, it is pointed out 

[1] that these algorithms no longer show enough reduction of the errors when the NA becomes larger than 

0.7, or nonuniformity exceeds -30% (sin = NA > 0.7). In industry, we like to test spherical lens whose nu-

merical aperture is up to 0.9, in which the nonuniformity is typically -50%. 

      We have proposed a synthesis of phase-shifting algorithms in which the observing aperture is divided in-

to seven annular regions and the object phase for each region is estimated by a different algorithm [2]. Fig. 2 

illustrates the division of the aperture. In each region, the actual phase increment for each shift is approxi-

mately equal and is thus represented by 2/N radians (N = 6, 7, 8, …12). The phase-shift algorithm for each 

region is designed with 2 /N radians step. The divisor N should be integer for the sake of the orthogonality 

among the harmonic components of the signals. By selecting these different phase steps, the spatial nonuni-

formity decreased from -49% to -7.7%. Numerical simulations show that the averaged phase measurement 

errors by the present technique decreases to less than 1 nm, while those are 4 ~ 6 nm for conventionally cov-

ering whole observing aperture by a single algorithm. 

 

 

 

 

 

 

 

 

 

Fig. 1.   Illumination geometry of a spherical          Fig. 2. Observing aperture division into seven annular 

convex test in a Fizeau interferometer.                           regions. 
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   In the experiment, a glass spherical concave surface of 0.86 NA and 10 mm diameter was compared to a 

reference transmission concave surface of the same numerical aperture and 22 mm diameter. To reduce the 

internally scattered light noise, the source beam from a 633 nm wavelength He-Ne laser is transmitted 

through a rotating ground glass diffuser and a multi-mode fiber of 200 m diameter to reduce the lateral 

coherence [3] (coherence within the normal plane to the beam). The reference surface was translated along 

the optical axis by a PZT and 13 interference images were recorded with equal time intervals by a CMOS 

detector of 1024 x 1024 pixels. The relative phase step between the frames was  designed to be 60° at the 

center of the aperture. The seven different algorithms were generated by the convolutions of the two 

rectangle sampling windows. Fig. 3 shows the phase distribution of the test surface calculated by the present 

method. In order to estimate the magnitude of systematic errors, we intentionally introduced a slightly tilt in 

the reference surface relative to the test surface, as was not the case of ordinary industrial measurements. The 

raw interference image is shown in the small window of Fig. 3 which has several carrier fringes. Since we 

cannot observe the similar straight lines in the resultant phase map, we can see that the phase shift error was 

very well reduced. 

 

 

 

 

 

 

 

 

 

 

Fig. 3. Phase distribution of the 0.86 NA spherical           Fig. 4.  Phase difference between null and tilt alignments 

concave surface and its raw interference image.                after removing the Zernike 36 components. 

 

Fig. 4 shows the residual phase difference between the null (not shown) and tilt alignment (Fig. 3) phase 

maps after we removed the Zernike 36 components from the phase. We can observe the fine structure of the 

random and systematic errors. In the figure, we can observe concentric discontinuous errors of ~0.2 nm 

magnitudes. The positions of these concentric errors coincide with the borders between the two neighboring 

regions. The sensitivity of the algorithm to the phase-shift error is generally different from algorithm to algo-

rithm. If we denote the error coefficient of the phase shift by  i we can denote the linear term of the phase 

measurement error as 

∆𝜑 =  𝐽𝜀1𝑠𝑖𝑛2𝜑 +  𝐾0𝜀2  +  𝐾1𝜀2𝑐𝑜𝑠2𝜑 +  𝐹1𝑅𝜀1𝑠𝑖𝑛𝜑 +  𝐹2𝑅𝜀1𝑠𝑖𝑛3𝜑. 

(1) 

where R is the reflection index of the surfaces and  is the object phase. The error coefficients J,  Ki and Fi 

distribute from 0.0 to 0.5 depending on the algorithms. We think that these error discontinuities in Fig. 4 are 

caused by the different sensitivity of the algorithms to the errors. Our next goal is how to reduce these dis-

continuous errors caused from the different sensitivities of the algorithms in the divided regions. 
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Scanning white light interferometer (SWLI) allow fast measurements of relatively large areas with nm class 
vertical precision. Compared to coherent interferometers it has the advantage of measuring across vertical 
steps. However, measurement of small details and high slopes requires large magnification, while measure-
ment of larger samples requires smaller magnification and larger pixel size. Thus measurement of sloping 
surfaces or small features is often impossible using the same magnification that would allow measurement of 
the whole sample. This limitation can be solved by stitching several images together into a large high-resolu-
tion image. Traditionally stitching would require adjusting the tilt around three axes and 3-D shifts of the 
adjacent sub-images due to accuracy of the sample/sensor translation. This makes the method computationally 
difficult and decreases the accuracy of the combined 3-D profile. 

For more accurate and computationally easier approach, a SWLI was combined with precise sample movement 
on air bearings and heterodyne laser interferometers tracking sample movement and rotation. The precisely 
controlled and tracked sample movement allows accurate stitching of sub-images by only adjusting height 
between images. The setup also used a chromatic confocal height sensor that is added to the setup for quick 
coarse scans of large areas. 

Samples up to 10 x 10 cm wide can be measured with 50 nm nanometer level vertical accuracy and nanometer 
level resolution. For fine details, hundreds of SWLI sub images can be combined into datasets of over 100 
million pixels. For fast results, the sample can be quickly scanned using the confocal sensor. Slope limit for 
smooth samples for the confocal sensor is 15 degrees and for the SWLI the slope limit varies from 3 to 18 
degrees using the currently used magnifications. Rough samples can be measured with higher slopes. 

To test the profilometer samples up to 10 cm using were measured using the confocal sensor and samples up 
to 5 cm in were measured using the SWLI and stitching. Sample movement straightness was below µm in all 
axes and confocal noise below 50 nm. Stitching accuracy in 10 nm range could be achieved for >100 SWLI 
images as shown in Fig. 1. 

 
 Fig. 1. Height map created by stitching 130 sub-images stitched together (left) and standard deviation of 

overlapping pixels (right) illustrating stitching accuracy. 

nm nm 
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Optical coherence tomography (OCT) has been used in medical applications such as ophthalmoscopy [1], 

skin examination [2], and circulatory system examination [3] because it allows for noncontact and 

noninvasive measurements with high resolution and sensitivity. A spectral domain OCT (SD-OCT) uses a 

low coherence light source and consists of a Michelson interferometer, a diffraction grating, and image 

sensor for spectroscopy. The sensor captures the spectrum of the interference signal. However, the phase of 

the interference signal varies nonlinearly because the phase is inversely proportional to the wavelength that 

spreads linearly in space by the diffraction grating, Thus, the interference signal becomes a nonstationary 

signal (e.g., chirp signal) in space in an SD-OCT. 

We propose a signal analytical technique that uses continuous wavelet transform (CWT) [4], where a 

conventional Fourier transform (FT) is not suitable for processing nonstationary signals. Moreover, we 

propose a pulse irradiation technique for capturing fringe. It allows us to capture clear fringes even when an 

object, such as a transparent glass plate, may have a low reflection rate. Several experiments indicate that the 

pulse irradiation technique is effective at improving 

measurement accuracy. 

The relationship between phase and wavelength is given 

by: 

 2 /i i iL        ,   (1) 

where L, , and i are the optical path difference (OPD), 

phase offset, and phase distribution, respectively. The 

equation indicates that the phase varies nonlinearly 

according to the linear change of the wavelength. From 

(1), L is expressed as: 

   / 2i iL       .    (2) 

The phase i that corresponds to i can be calculated by 

CWT, which detects the phase and instantaneous 

frequency simultaneously. The phase offset  is given by: 

   2 2 1 1 1 2/ /h               .  (3) 

Figure 1 shows the procedure for the data analysis. 

Specifically, the figure schematically explains the signal 

processing in our technique. The parameters of OPD, 

wavelength range, and data number used in the simulation 

were L = 40 m, I = 730–930 nm, and 1000, respectively. 

The calculated one-dimensional (1D) fringe is shown in Fig. 

1(a). Here, we can see that it becomes a chirp signal. Modulus and phase maps were obtained as shown in 

Fig. 1(b) and 1(c), respectively, after CWT for the fringe was calculated. 

A schematic of the experimental setup is shown in Fig. 2. We used a super-luminescent diode with a spectral 

bandwidth of 60 nm at a center wavelength of 845 nm. The beam is split into two beams using a beam 

splitter (BS). One beam passes through a cylindrical lens 1 and a galvanometer and was focused onto the 

surface of the object. The other beam passes through to the reference mirror. These beams are recombined at 

the BS and interfere with each other. The interference signals are focused linearly on a charge-coupled 

device camera using a cylindrical lens 2. 

    Fig. 1 Signal processing based on CWT. 
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Fig. 2 Experimental setup. 

The 2D thickness distribution of the cover glass was measured. Figure 3 shows the results obtained with 

continuous irradiation. The contrast of the captured fringe as illustrated in Fig. 3(a) appears not to be high 

with continuous irradiation. The obtained 2D thickness distribution is shown in Fig. 3(b). After several 

measurements at the same position, we confirmed the repeated measurement error of 0.16 m at root mean 

square. The same measurement was conducted with a pulse irradiation. We found that a fringe is captured 

with high contrast, as shown in Fig. 4(a). The 2D thickness distribution is shown in Fig. 4(b). The repeated 

measurement error was 0.09 nm. We confirmed that the repeatability was improved with the pulse irradiation. 

We traced 3D thickness distributions measured with continuous and pulsed irradiations, as shown in Fig. 5. 

Mean thickness values were 151.08 and 151.25 nm at continuous and pulsed irradiations, respectively. A 

repeated measurement error of 0.32 nm at continuous irradiation was improved to 0.23 nm at pulsed 

irradiation. 

In this study, a full-field SD OCT driven by a pulse irradiation was proposed and demonstrated. The 

nonstationary signal was successfully processed by using continuous wavelet transform. A pulse irradiation 

was effective at obtaining a clear fringe and reducing the measurement error. 

                           

Fig. 3 2-D thickness distribution        Fig. 4 2-D thickness distribution    Fig. 5 3-D thickness distributions 

     with continuous irradiation.            with pulse irradiation.            with (a) CW and (b) pulse irradiation. 
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We constructed a low-coherence interferometer with 10MHz repetition rate and confirmed its basic charac-

teristics.  The low-coherence interferometry consists of a mode-locked laser diode and a fiber-optic interfer-

ometer.  Based on the time stretch dispersive Fourier transform technique, highly repetitive mesurement is 

acheved.  We demonstrate the 10MHz measurement of interference signals and path-length deference. 

 

1.  Introduction 

Low coherence interferometry (LCI) and optical coherence tomography (OCT) have attracted attention for 

in-situ measurement of laser processing [1-3].  In the spectral domain OCT(SD-OCT) and swept source 

OCT(SS-OCT), the repetition rate of measurement is limited to several hundred kHz at present.  Since laser 

processing is a rapid phenomenon with a time scale faster than several hundred ns, a measurement method 

with higher repetition rate is required to observe such a fast phenomenon. 

One of high repetition measurement is a time-stretch technique [4-6].  The time-stretch technique is highly-

repetitive spectroscopy, and its repetition rate is several MHz or more. By combining time-stretch technique 

and low-coherence interferometry, we can construct highly-repetitive low-coherence interferometer with a 

repetition rate of several MHz or more [7]. 

In this paper, we construct a measurement system of low coherence interferometry with 10MHz repetition 

rate using ultra-short pulse and time-stretch technique and confirm its basic characteristics. 

 

 

Fig. 1. A Schematic diagram of measurement system of highly-repetitive low-coherence interferometer. 

DCF: dispersion compensation fiber, CP: fiber coupler, CL: collimating lens, M1 and M2: reflective mirror, 

OBJ: objective lens, MS: manual stage, PD: photo diode. 
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2.  Measurement system 

A schematic diagram of the measurement system is shown in Fig.1.  It was composed of an ultra-short pulse 

laser with pulse width less than 1ps, time-stretcher using dispersion compensating fiber (DCF), optical 

interferometer, photodiode (PD) and real-time oscilloscope.  The ultra-short pulse from MLLD was passed 

through a dispersion flat fiber to generate supercontinuum light with 23.5nm wavelength bandwidth. Repeti-

tion frequency of the laser pulse is down-converted to be 10MHz by the LiNbO3 modulator.  Then it feeds to 

a time-stretcher composed of a dispersion compensation fiber (DCF) with a wavelength dispersion of 

8959ps2. The pulse width after passing through the time-stretcher is 28.2ns. The fiber-optic Michelson inter-

ferometer consists of a 50:50 optical fiber coupler, two collimating lenses, an objective lens and two reflec-

tive mirrors. Interference signals are detected by photodiode (32GHz) and recorded by a real-time oscillo-

scope (16GHz, 20GS/s).  

 

3.  Results and discussion 

Figure 2(a) shows an obtained signal recorded by the real-time oscilloscope. The optical path length differ-

ence between the signal and reference paths is set to ΔL = 2 mm.  A pulse train is observed every 100ns. En-

larged view of one pulse is shown in Fig. 2(b). An interference signal is also observed in each pulse. It is 

confirmed that interference signal measurement of the low-coherence interferometer can be performed at a 

high repetition rate of 10MHz.  We also confirmed that optical path length difference can be estimated accu-

rately from the obtained interference signals. 

 

Fig. 2. (a) Pulse train recorded by the real-time oscilloscope and (b) its enlarged view of one pulse. 

 

4.  Summary 

We constructed a measurement system of highly repetitive low-coherence interferometry using time-stretch 

technique.  It was confirmed that interference signals can be measured at high repetition rate of 10MHz. The 

estimated optical path length and the measured values showed good agreement.  
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The optical engineering abounds with randomness. Most of objects have random features such as their shapes,
surface conditions and inside structures, and intervening optical systems may also contain randomness arising
from irregularities, dusts or refractive index fluctuations of optical elements, atmosphere and so on. The devel-
opment of optical technology is, therefore, always a battle against such randomness. My researches have been
mostly related with analyzing, applying and sometimes controlling light affected by the randomness. In this
report, I would like to look back to my researches in this respect.

Most common random phenomenon in optics may be scattering. Light is scattered on encounter with any
object. When the object is random, the scattering becomes also a random phenomenon. As a study on an
interesting random scattering, I started my research life with a computer simulation study of image speckle
patterns in relation to surface roughness profile [1]. During this study, I was captivated by speckles, and analysis
and application of speckle statistics continue to be one of my main research subjects since. Throughout my
undergraduate and graduate study, I concentrated on analysis of partially developed Gaussian and non-Gaussian
speckles. Partially developed speckle as shown in Fig. 1(a) is generated from a weak diffuser, and its contrast
defined by the ratio of the standard deviation of the speckle intensity to its mean varies between zero and unity,
depending on the surface roughness. Meanwhile, speckle is referred to as Gaussian or non-Gaussian when its
complex amplitude obeys complex Gaussian statistics or not, respectively.

Among different types of randomness of objects, fractals came to attract me because of their exotic and nev-
ertheless ubiquitous features. Since many natural and artificial objects have fractal properties as Mandelbrot
showed [2], I thought it would be interesting and important to reveal optical phenomena related to fractals.
Therefore, we started to work for fractal optics as my second main research subject, and examined diffraction
and scattering from fractal objects, different kinds of optical procedures to measure fractal properties such as
fractal dimension, and methods for generating fractal wavefield [3]. Noncontact feature of optical techniques
is particularly favorable for fractal objects, which are mostly fragile.

A random fractal object gives rise to speckles in its diffraction field. In the study of speckles produced by
a randomized Koch curves, we found two strange phenomena; high contrast and clustered speckles. Most
researchers involved in statistical optics may think that the maximum contrast for Gaussian speckle is unity,
corresponding to zero-mean circular complex Gaussian statistics, and such speckle is said to be fully developed
(Fig. 1(b)). However, it was revealed that contrast can be higher than unity even for Gaussian speckles with
the true maximum contrast of

√
2 [4]. Such a high contrast Gaussian speckle appears when the scatterer has

a central symmetry or binary randomness and, therefore, can be an indication of the existence of such special

(a) Partially developed speckle (b) Fully developed speckle (c) Nondiffracting speckle (d) Fractal speckle

Figure 1: Various types of speckle patterns produced by computer simulations.
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Figure 2: Anisotropic fractal
speckle.

Figure 3: Fractional (left) and fractional absolute (right) derivatives of
NIR spectra of rice flour.

random features in the scattering object. The clustering feature observed in the above situation has led to the
study of nondiffracting speckle, which is a random version of nondiffracting beam. Namely, illuminating a
diffuser with a ring-slit aperture gives rise to approximately nondiffracting speckles in the space behind a lens
placed a focal length away from the diffuser [5]. They have a clustered and snake-like appearance as shown
in Fig. 1(c) with smaller speckle size than the case with a circular aperture for illumination. This feature was
recently employed in the enhancement of spatial resolution in digital holographic microscopy [6].

In fractal optics, we also interested in generating speckle field with fractal property, namely fractal speckles
[7, 8]. Since a fractal structure has a long extending correlation tail, fractal speckle is expected to extend the
measurement range in the speckle metrology using spatial correlation. Fractal speckles as shown in Fig. 1(d)
can be produced as speckled speckle using two scatterers of random fractal object and an ordinary phase screen.
Fractal speckles are also observed in bio-speckles produced in some situations, and their fractal dimension was
found to convey important information about the biological tissue [9]. It was also shown that, in the diffraction
geometry, the fractal speckle has different dimensions between in the lateral plane and longitudinal direction
[10]. I am currently investigating such anisotropic fractal speckles by computer simulations as shown in Fig. 2.

After I finished my doctoral course, I joined National Food Research Institute (NFRI), Japan, for five years,
where I was engaged in the near infrared spectroscopy (NIRS) for nondestructive food analysis. This was a
drastic change of my research object from speckles to spectra. However, the research on NIRS was another
battle against randomness involved in measured spectra; random shape of object, scattering due to internal and
surface irregularities, and random distribution of constituent concentrations, and became another member of
my main research subjecs. This multifold randomness in spectra is processed with various statistical treatments
including elaborated regression analyses. With these statistical analyses, derivative spectra are sometimes em-
ployed to resolve complex spectral features. I paid particular attention to the derivative, trying to provide
additional flexibilities by extending the derivative order from integers to fractional values and by controlling
positions of derivative peaks (Fig. 3) [11]. Application of these treatments is still on the way, and I believe that
it will contribute to improving the measurement accuracy in NIRS.

Random light is annoying but sometimes conveys interesting information, proving useful if properly processed.
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The temporal carrier beat frequencies in an optical heterodyne interferometer can be generated by ramping 

the wavelength in a laser diode (LD) based on the frequency-modulated continuous-wave (FMCW) tech-

niques [1,2]. The beat frequency is proportional to the optical path difference (OPD) of each pair of interfer-

ing beams in an interferometer [3]. It enables us to construct an optical heterodyne interferometer on an un-

balanced OPD without auxiliary frequency modulators [4,5].  We demonstrate a new type of optical hetero-

dyne common-path interferometer with a birefringent beam splitter with a wavelength-tunable external-

cavity laser-diode (ECLD) source. A two-dimensional (2-D) phase map of a phase object in transmission can 

be derived from the numerical Fourier transformation of measured heterodyne interference fringes. Succes-

sive measurements are precisely made during tuning because the common-path interferometer [6] is quite 

insensitive to external disturbances. 

A common-path interferometer is shown in Fig. 1 with a plane-parallel plate with a thickness d giving an 

unbalanced OPD. A light source is a wavelength-tunable ECLD (-focus, -6300) those widely tuned wave-

length diversity in the experiment is = ~2 nm at a central wavelength of =680 nm. A collimated beam 

from an ECLD has an upper object beam with a phase object in transmission adding with an unbalanced 

OPD 2nd/ where n is an index of an optical-polished plane-parallel plate glass. An ITO (indium tin oxide) 

thin film to be measured is evaporated on a slide glass of an index n, and is put on an object beam as a phase 

object of the thickness variation (x,y) of an index ni. A lower beam is a reference wave. Both object and ref-

erence waves are magnified with a microscope objective plus a convex lens and imaged onto a CMOS cam-

era with a 7 lateral magnification. Both beams are incident on a Wollaston prism through a half-wave plate 

of a 45-azimuth polarization that splits into O and E rays travelling in different direction. Both waves are 

laterally sheared upward (red circle) and downward (blue circle), and are interfered with each other after 

passing through a polarizer.  

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Setup of a heterodyne common-path interferometer. 

 

On the measurement, the square wave from an electronic function generator is applied to an ECLD diode 

source and triggered to a high-speed CMOS camera for capturing the heterodyne interference signals [7]. 

Camera data are sent to a computer that calculates the Fourier transform of the interference signals. By ex-

tracting the Fourier spectra of the interference signals at a beat frequency fs= 33 Hz, a phase data of a test 

ITO evaporated film can be measured as shown in Fig. 2.  Phase gradient of ITO film can be measured with 

subracting an addtional phase measurement those experiment is made when the ITO thin film does not put on 
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an object arm to remove the unnecessary phase errors.  Figs. 2 (a) and (c) show the wrapped phase map (a) 

and the unwrapped phase map (c) in grey demonstration exhibiting the phase 2(n-1)d/. Figs. 2 (b) and (d) 

show the wrapped phase map (b) and the unwrapped phase map (d) in grey demonstration in which the ITO 

thin film  is inserted into an object arm exhibiting the phase 2{(ni-1)+(n-1)(d+s)}/. The subtraction of the 

phase in Fig. 2 (c) from the phase in Fig. 2 (d) gives the phase 2{(ni-1)+(n-1)s}/ of an ITO thin film 

shown in Figs. 2 (e) in grey demonstration and (f) in 3-D phase map. The phase demonstrates a stepped part 

at an edge of the ITO film evaporated on a slide glass. The small phase step  of ~2.2 rad (=~/3) in Fig. 2 (f) 

can be measured.  

   A heterodyne common-path interferometer with a Wollaston birefringent beam splitter acts to eliminate the 

external disturbances, assuring that precise phase measurement is performed. The optical heterodyne signals 

can be generated by a wavelength-tunable laser-diode source. The phase distribution can be measured from  

the Fourier transform of 2-D heterodyne interference signals. 

  

 

Fig. 2. Subtraction of unwrapped phase (c) of the object film removed  from unwrapped phase (d) of the    

object inserted gives the measured phase difference of ITO film in (e) and (f). 
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We developed a speckle shearing interferometer for measuring micro vibration of human skin such as skin 
vibration caused by heartbeat. We focused on the volume pulse, or plethysmogram, that is used to diagnose 
diseases of blood vessel. It can be observed as the motion of skin surface. As with this case, it can be thought 
that the vibration of skin surface shows the condition of human body. Moreover, we are planning to apply 
this method for monitoring emotion of a car driver. We adopted monolithic prism type shearing 
interferometer. Because it is very robust to disturbances, such as external vibration or shoch. An anti-shock 
type high-speed camera is also adopted for this interferometer.  

The photo and schematic diagrams of developped interferometer are shown in figs.1 and 2. It consists of two 
parts. One is the illumination part, which irradiate laser beam for the target. Another is interferometer part. 
The optical system of the interferometer is based on the twyman-green interferometer. The mirror of one arm 
of the interferometer is slightly tilted from the optical axis, to realize the shearing interferometer. Then, the 
two reflected beams are slightly sheared each other on the imaging plane of the camera. This lateral shearing 
interferometer measures the spatial differences. In other words, the inclination of the target can be measured. 
When the laser beam illuminates the target surface, which is rough surface made of general materials, the 
speckle can be observed. The speckle image has the information of the target surface, nevertheless it looks 
random pattern.  This interferometer brings the information, especially the inclination, into sight. We acquire 
the speckle pattern using high-speed camera. The maximum frame rate of this camera is 30kfps when the 
spatial resolution is 256 × 256 pixels. 

We investigate the sensitivity of developed instrument. In the developed interferometer, there is 0.2deg. of 
angle difference between the two of beams, because there is 0.1deg. of inclination in one face of the prism 
(show Fig.2). The angle difference leads the image shearing. The shear amount depends on the distance from 
the interferometer to the object plane. When the working distance is 0.5m, the shear amount is 1.8mm. The 
height difference between two of corresponding point on the object surface causes the interferometric signal.  
When λ/4 of height difference exists, the inclination change is: 

 
(1) 

 

  
Fig.1 Developped vibration measuring speckle 

shearing interferometer 
Fig.2 Schematic diagram of speckle shearing 

interferometer 
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Fig.3 experimental setup Fig.4 inclinational deformation simulater  

with piezo actuator 
 

  
Fig.5 acquired raw image Fig.6 ESPI image. The red square shows the 

inclined area 
 

In this case, wavelengthλis 855nm. s is shear amount. Diameter of blood vessel changes by modulation of 
blood pressure. It is said that the diameter change is about 1% of the diameter. When diameter of a blood 
vessel is 1mm, the amplitude of diameter modulation is about 10μm. If the baseline of inclination is several 
mm, the inclination caused by the diameter change is the order of 10-3rad. Therefore it can be thought that 
1.2×10-4rad. of inclination sensitivity is enough for heartbeat monitoring. The experimental results show 
that the developed interferometer can detect 3×10-4mrad. of inclination. The experiment setup and the incli-
nation simulator are shown in figs 3,4 and 5. In the inclination simulator, micro inclination vibration can be 
created on a paper tape using piezo actuator. Fig 6 shows the acquired ESPI image. As we can see the in-
clined area was highlighted and can be detected, successfully. 

As far as it concerns to heartbeat motion, the main and largest spike in electrocardiogram is known as QRS 
complex. The usual width of QRS complex is from 60 to 100msec. The largest slope change occurs in from 
30 msec. to 50 msec. Then it can be thought that the slope change of human skin caused by heartbeat can be 
acquired using high-speed camera whose maximum frame rate is more than 50 fps. Therefore, it can be 
thought that the skin vibration can be measured by the developed interferometer and high-speed camera. In 
the future work, we will apply this technique to human emotion monitoring during driving a car. 

This work was supported by the Center of Innovation Program from Japan Science and Technology Agency, 
JST. 
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A channel waveguide can be either single mode or multimode. In the second case, the intermodal interference 

will result in self-imaging effect of input field at periodic intervals [1]. This effect constitutes the basic opera-

tion of multimode interference (MMI) devices. An MMI structure consists of one (or several) single-mode 

waveguide, i.e., the input field, a free propagation region, i.e., a section with a wide width, where the inter-

modal interferences occur, and several output single-mode waveguides. MMI structures possess unique prop-

erties such as tolerance to a wide wavelength range, low loss, ease of the fabrication, and small footprint. Thes 

properties make them attractive for applications in coupling and splitting technologies in different configura-

tions such as Mach-Zehnder interferometers, modulators, switches, and wavelength division (de)multiplexers. 

Different MMI configurations as 1xN and NxM power couplers and splitters can be efficiently produced over 

a very small area of a few hundred microns. In recent years, MMI structures are greatly used in developing 

chemical- and bio-sensors also. The idea behind using MMI structure as sensors is due to their high sensitivity 

to refractive index changes and polarization states. For instance, the MMI section can act as the sensing zone 

if this one is covered or replaced by an analyte. The optical parameters change of the cover material corre-

sponds to the change in the propagation conditions of the modes within the structure. By observing the field 

intensity at the output of structure, we can track the chemical parameters of the analyte. The concept can be 

easily adapted to various sensing applications by appropriate selection of the sensor material constituting the 

MMI itself. The sensitivity can also be increased by varying the geometrical parameters of the MMI section. 

We propose here the concept of MMI on strip-loaded platform to perform sensing. A strip-loaded waveguide 

consists of a high refractive index thin film to confine vertically light. A polymer strip is deposited on top of 

the thin film in order to induce a local effective index change of the slab waveguide mode. This leads to a 

lateral confinement of the field in the thin film [2]. One condition on the correct operation of this type of 

waveguide is that the refractive index of the loading strip must be lower than the effective index of the guided 

mode. Otherwise, light will be preferentially guided in the loading strip. 

By realizing an MMI device on such a platform one can easily split the field between several outputs. We 

recently proposed a demonstration on a strip-loaded slot waveguide platform, for which the thin film is a 

horizontal slot waveguide [3-5]. Figure 1 (a) is a micrograph of the top view of the fabricated device on a 

TiO2/SiO2/TiO2 slot waveguide using an electron beam resist (AZ nLof) as a loading strip material. One can 

see the realized 1x2 MMI coupler. The free propagation region is 226 µm long.  

 

 

Fig. 1. Demonstration of a 1x2 MMI device on horizontal slot waveguide. (a) Microscope picture of the top 

view of the device. (b) Photograph of the output modes at  = 1550 nm. The white lines represent the con-

tour of the device. 

 

Fig. 1(b) is a photograph obtain with a near infrared camera of the output modes, which roves the well operation 

of the device at  = 1550 nm. 

The design of such a device is extremely important. This is an interferometric system, which means that all 

the parameters may affect the response of the device. However, the fact of using a loading structure, instead 
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of a direct pattern etched on the surface of the waveguide, yields weakly guided modes. This means that the 

effect of the MMI may be less strong than if it was fabricated in a high refractive contrast platform such as 

silicon, for example. 

The polarization for instance is a crucial parameter. The effective index of the mode depends on the polariza-

tion and the fluctuation on strip-loaded slot waveguide are important between TE (electric field parallel to the 

slot plane) and TM (electric field perpendicular to the slot plane). One can thus think that the length of the 

MMI will be a sufficient parameter to discriminate between TE and TM modes. Fig. 2 shows the results ob-

tained by simulation of the output power for both TE and TM modes while varying the length of the MMI (free 

propagation region). One can clearly see that if TM (fundamental slot mode) present a net peak and obvious 

optimized length at 240 µm, this is not the case for TE. For this polarization the field is more confined in the 

two rails that are affected differently by the loading strip leading to not so clear maximum. To fit the curve, 

we have considered a Lorentz model, as a first approximation.  

 

Fig. 2. Output power in one of the branches of the MMI as a function of the length of the free propagation 

region and the polarization (quasi-TM mode in blue and quasi-TE mode in red). Squares and dots are simula-

tion data and the solid lines are Lorentzian fits. 

In addition to its dependence to the geometrical and polarization parameters, an MMI depends also 

on the refractive index of the cover medium. In the case of a strip-loaded waveguide the mode is 

buried far from the surface and is thus not much affect by the surrounding material variation. But if 
the loading strip is open into a sensing window, the analyte is in direct contact with the thin film and 

thus changes the effective index of the guided mode. This will then affect the image position inside 

the MMI. By carefully designing the shape of the free propagation region, one can attribute to each 

output of the MMI a particular effective index and thus a refractive index of the cladding layer: the 

analyte material to be sensed. 
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The Flagship on Photonics Research and Innovation (PREIN) is one of the six Finnish Flagships [1], a northern 
fleet of excellent science, successful collaboration and solutions for tomorrow. The Flagship programme 
managed by the Academy of Finland provides a new and unique way for R&D&I in Finland. It supports future 
knowledge and sustainable solutions to societal challenges and seeks to advance economic growth by 
developing new business opportunities. PREIN is a light-based technologies competence cluster formed by 
four partners: Tampere University, Aalto University, University of Eastern Finland, and VTT Research Center 
[2]. Combining the extensive resources and infrastructures of all the partners, PREIN covers the value chain 
from fundamental research to applied research, product development and commercialization. 
The overall rationale of PREIN is to merge leading-edge Finnish activities in photonics through the whole 
innovation value chain. Its four partners share the vision that future breakthroughs in photonics depend on 
deep understanding of light-matter interactions, new materials and nanostructures with enhanced optical 
responses, advanced laser sources with unique output characteristics, and photonic integration. Through rapid 
transfer of such advances into potential applications, PREIN will produce disruptive innovations to a variety 
of application areas and markets. Based on its current high-quality research and commercialization experience, 
the Consortium will leverage the full potential of joint work between its partners to significantly increase the 
impact of Finnish Photonics and support the economic growth. 

 

 
Fig. 1. Photonics Flagship is a cluster of three universities and a research center with  

diverse profiles and complementary infrastructure. 

 

PREIN organizes outreach events for industry together with Photonics Finland to disseminate information 
about photonics product and technology opportunities. The events are organized all around Finland, under 
themes “Photonics in X”, where X stands for an industrial sector, such as Food, Forestry, and Healthcare. We 
envision organizing 1-2 such events annually. 

Academic research provides a crucial platform for educating skilled workforce. Both highly educated 
workforce with technical skills associated with new technologies and experienced people who understand how 
problems in the innovation chain can be circumvented by creative solutions. The M.Sc.’s and Ph.D.’s trained 
by PREIN are highly employable, and to increase this further, the programme organizes recruitment events of 
early stage researchers for companies and partners, and expand the volume of summer jobs/Master/PhD theses 
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supported by companies. The full educational path from the second degree to polytechnics and universities 
needs to be addressed in order to meet the shortage of skilled workforce for various industrial tasks. Pilot 
projects on this are starting in the Joensuu and Tampere regions, making Finland one of the few countries 
offering photonics education in polytechnics and vocational schools. Via outreach activities in schools, the 
programme informs schoolchildren about photonics and its applications, encouraging them to opt for scientific 
disciplines and consider such disciplines as a career option.  
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Fig. 1. Schematic of the simulation model. 
      (PML: perfectly matched layer) 

Table 1. Parameter values for the simulation. 
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1. Introduction 

Random lasers have been studied for more than two decades from both physical and technical points of view 
[1–3]. From a physical point of view, random lasing is an interesting subject in that both optical nonlinearity, 
stemming from absorption and amplification, and multiple light scattering coexist in a random laser medium. 
From a technical point of view, random lasers are a promising light source because they have high spectral 
radiance owing to stimulated emission, while they are also speckle-free light sources owing to their low spa-
tial coherence [4]. 

It is, however, difficult to control the spectrum and the direction of random laser emissions owing to the in-
trinsically random nature of their emission mechanisms. Some investigations have focused on tuning the 
emission spectrum and direction by designing a two-dimensional (2D) pattern of pump intensity distributions 
[5–7]. Although a single sharp spectral peak or a directional control of laser emission can be realized with 
this method, the pump pattern should be optimized for each random laser medium, making it unsuitable for 
mass production. 

In this study, we investigate the possibility of designing the structure of a random laser medium itself. To 
simplify the complicated random structures of conventional random lasers, we employ a 2D random medium 
having a checkerboard pattern structure. This type of device structure has already been utilized in designing a 
polarization beam splitter as small as 2.4 × 2.4 μm2 with 20 × 20 pixels [8]. We apply this new design ap-
proach to random gain media. Simulations of light scattering and emission are performed using the 2D finite-
difference time-domain (FDTD) method. The FDTD method is a time-consuming method; however, limiting 
the number of scatterer positions in the lattice structure helps to search for an optimal random structure in an 
affordable time. 

2. Simulations 

We performed electromagnetic simulations of light scattering 
for the transverse electric (TE) waves (p-polarization). The 
model and parameter values used for the simulations are shown 
in Fig. 1 and Table 1, respectively. The 2D random medium 
had optical gain (orange) in an area of 4 × 4 μm2 and a refrac-
tive index of 1.5. Scattering particles of 0.2 × 0.2 μm2 (white) 
with a refractive index of 1.0 (without gain) were distributed 
randomly in the gain region. To eliminate the effect of reflec-
tion from the boundary of the medium, the refractive index of 
the surrounding medium without gain was set at 1.5. The as-
sumed gain medium was Rhodamine 6G, and it was pumped 
by a continuous light source with a wavelength of 532 nm. 

The observation points were set outside the gain medium, and 
the time variations of the electric field at each point were rec-
orded. The spectrum of emitted light was calculated by Fourier 
transform of the time variations. We prepared ten samples for 
each configuration of the random gain media for averaging. 

3. Results 

A typical emission spectrum observed in this model is the one 
shown in Fig. 2(e). Several spikes appear in the spectrum. We 
first examined which conditions are suitable for random lasing 
by changing the filling fraction of scatterers from 5% to 50%. 
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Fig. 3. Peak ratio R as a function of 
the number of trials (one trial for 
each scatterer). 

The peak spectral intensity is maximal at a filling fraction of 20%, while the average intensity in the wave-
length range of 570–590 nm decreases with an increase of the filling fraction due to a decrease in the area of 
the gain region. We chose 10%, which showed large values for both the peak and the average intensities. 

Next, we optimized the random structure for producing an emission spectrum with a single sharp peak. As a 
single-peak index, we defined the peak ratio R as the ratio of the highest peak spectral intensity to the second 
highest peak intensity. We employed a simplified version of the direct binary search (DBS) method [8] to 
limit the computational time. The algorithm is as follows: (1) prepare five different media; (2) calculate spec-
tra observed from each of the four sides (20 spectra in total); (3) choose the one that shows the largest R val-
ue (initial state); (4) choose a scatterer and move it by one pixel (0.2 μm) in a randomly selected direction; 
(5) if the value R is larger than the previous one, fix the scatterer at the new position, and if it is smaller than 
the previous one, move it back to its original position; and (6) perform steps 4 and 5 for all scatterers (final 
state). 

A successful example is shown in Fig. 2. As the number of trials increases, the difference between the inten-
sities of the largest peak and the other lower peaks in the emission spectrum gradually increases, and eventu-
ally only a single peak survives. However, a small change is observed in the peak wavelength from one trial 

to the next, which indicates the unstable nature of this nonlinear system. 
Figure 3 illustrates this unstable behavior, showing how the peak ratio 
can change dramatically by shifting even a single scatterer. 

4. Conclusions 

We investigated the possibility of designing the scatterer configuration 
of random laser media for generating a single peak spectral emission. 
We found that control of the emission spectrum could be realized with 
the DBS method to some extent. However, further work is needed to 
produce a specific spectrum in a precise manner. 
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Fig. 2. Optimization of scatterer positions to generate a single spectral peak. The configuration of scatterers and the 
corresponding spectra for the initial state (a, e), the third scatterer (b, f), the 19th scatterer (c, g), and the final state 
(d, h). The pixels in blue in (a) – (d) represent moved scatterers. 

(e) (f) (g) (h) 
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Power detector is a central component in nearly all measurement and imaging technologies that use electro-

magnetic radiation for either scientific or industrial purposes. Currently a large selection of different detectors 

is needed to cover all the required wavelengths, power levels and sensitivities, especially in research laborato-

ries. The goal of the present research is to develop a highly sensitive general purpose room-temperature pho-

toacoustic power detector that can be used for traceable detection of electromagnetic radiation covering broad 

spectral range from the UV to the far-IR and THz (30 µm – 300 µm) range and wide power range between  

nW and W levels. In the far-IR and THz regions, the availability of power detectors that do not require cryo-

genic operating conditions is rather poor [1]. 

The basic idea of a photoacoustic power detector is the following: incident electromagnetic radiation is 

chopped and absorbed by a black absorber, which is placed in a closed volume filled with acoustic carrier gas 

converting the small increase in the heat of the absorber into a pressure signal. This pressure signal, which is 

directly proportional to the energy of absorbed radiation, is detected with a microphone. The photoacoustic 

effect is highly linear and the measurement devices using novel silicon cantilever microphone solutions are 

highly sensitive [2] and compact. Such properties combined with cost-effectiveness and wavelength independ-

ence make the photoacoustic principle an ideal candidate for power detection applications. In this contribution, 

we demonstrate a very good linear dynamic range, high detection sensitivity and broad wavelength coverage 

using a photoacoustic optical power detector based on a low-noise silicon cantilever microphone. 

We constructed a power detector prototype, which was tested with different types of absorber materials such 

as carbon nanotubes and metal foils blackened by painting or sooting. The power detector prototype was char-

acterized at several wavelengths between the visible (633 nm) and mid-infrared (10 µm) spectral regions. Fig. 

1 shows an example demonstrating the large linear dynamic range of the detector. As shown in Fig. 1b, the 

linear power range can be shifted by changing the radiation chopping frequency. According to the first meas-

urements at 1532 nm, the limit of detection is in the single nW range. 

 

 

Fig. 1: a) A linearity measurement made with a 633 nm He-Ne laser. The power range is 40 nW – 8 mW. b) The linear 

range was extended to 60 nW – 120 mW by increasing the modulation frequency and using a 1064 nm high-power 

fiber laser. Reference power levels were measured with NIST calibrated Thorlabs S120C and S305 detectors. 
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The very good linearity is visible in the graphs. Typical R-squared values for a linear fit are of the order 

0.99999 – 0.999999. The demonstrated power detector concept has good market potential. Table 1 contains 

specifications for six different types of commercial power detectors on market. The values are collected from 

the datasheets of the manufacturers. The last row represents the target specifications for our detector. 

 

Detector Detector type Wavelength range Dynamic range 

Thorlabs S120C Si photodiode 400 – 1100 nm 50 nW – 50 mW 

Ophir RM-9 Pyro Pyroelectric 0.15 - 12 µm 100 nW- 100 mW 

Ophir RM-9 THZ Thermal 10 - 3000 µm 100 nW- 100 mW 

TYDEX GC-1P Golay cell 15 - 8000 µm 0.15 nW – 10 µW 

IRLabs General 4.2 K Bolometer 15 - 2000 µm 0.12 pW -  

TK instruments Photoacoustic 100 - 10000 µm 5 µW - 500 mW 

Our detector Photoacoustic 0.4 – 400 µm 1 nW – 1 W 

We have measured the limit of detection and the maximum detected power with our current detector prototype 

to be c.a. 10 nW and 1 W, respectively, which corresponds to a dynamic range of eight orders of magnitude. 

The longest calibration wavelength we have used so far is 10 µm but, according to the theory and prior exper-

imental research on hyperblack blackbody absorbers [3], the detector responsivity should remain flat all the 

way to the THz range. 

In the future, the sensitivity of the power detector will be further improved by more detailed modeling of the 

properties of the photoacoustic measurement chamber, light absorber and the silicon cantilever microphone. 

Measurements and calibrations with far-IR and THz radiation sources will also be carried out. 
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Multiphoton absorption (MPA) is a nonlinear-optical process, where two or more photons induce a vertical 

electronic transition from a lower-energy state to a higher-energy state, such that the energy difference between 

the states equals the combined energy of the absorbed photons. Such transitions have very low probability 

under ambient illumination. However, their efficiency increases rapidly as a power function under increasing 

photon flux. 

Fig. 1. Absorption processes. 1PA, 2PA and 3PA indicate how 

many photons participate in the absorption process.  

 

Quantitative nonlinear multiphoton detection is driven by the 

needs of non-invasive medical diagnostics [1], material science 

[2] and secure optical communications [3, 4]. We have established 

a world-class facility for the measurement of nonlinear 

multiphoton spectra. The femtosecond laser system allows broad wavelength tunability throughout VIS and 

NIR range to determine absolute 2-photon and 3-photon absorption cross-section spectra of emissive 

compounds or materials. Detailed description of the system is shown in Figure 2. Emission from the laser is 

directed through beam shaping optics and a variable neutral density filter to adjust the pulse power. The 

polariser and waveplate before the sample allow studying the effects of varied polarisations on the absorption. 

Emission from sample is collected via focusing optics and spectrometer equipped with a photomultiplier tube. 

Pulse power is monitored with pyroelectric detector. Signals are recorded with fast 10-bit digital oscilloscope 

synced with the laser pulses. The facility is automated and controlled via LabView. 

 

Fig. 2. Schematic of the automated femtosecond 2PA/3PA spectrometer. POL - polarizer; BS - beam splitter; 

LPF - long-pass filter; SPF - short-pass filter; BPF - band-pass filter;  L1, L2, L3, L4 - focusing lenses;  λ/2 - 

half-wave plate; BBO - barium borate crystal; VNDF - variable neutral density filter; ND - neutral density 

filter; PED - pyroelectric detector; λ/4 - quarter wave plate; PMT - photomultiplier tube. 
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The unique properties of the facility include the wide tunability of the wavelengths from 315 nm to 2600 nm, 

wavelength adjustment resolution of 1-2 nm, consecutive measurements of up to four samples, four order 

magnitude range of signal detection, beam profiling as well as pulse shape measurement capabilities. In Figure 

3. the black-dotted line shows our latest high-resolution absorption cross-section spectrum of 

Ru(1,10-phenanthroline)3(PF6)2 complex. As a comparison, measurements from other research groups (green-

diamond and red-triangle lines) and our previous facility (blue-square line) are given. The green and red lines 

are extracted from references [5, 6]. 

 

Fig. 3. Absorption cross-section spectra, in Goeppert-Mayer (GM) (10-50cm4·s·photon-1), of Ru(phen)3(PF6)2 

reference complex in acetonitrile measured by different workgroups. Black line indicates vastly improved 

result with respect of range and resolution achieved with the new setup shown in Fig. 2.  

Currently the absolute uncertainty of the measured absorption cross-section is in the order of 10-15%. After 

the full characterisation of the setup we aim to perform traceable 2PA cross-section measurements with less 

than 5% of absolute and relative uncertainty. One factor that helps to achieve the low uncertainty is to measure 

exactly the time resolved power of the incident high energy pulses (>1030 photon cm-2 s-1) as current indirect 

estimation is prone to errors. Namely, we plan to exploit the inherent two-photon absorption properties of GaP 

sensors as the generated photocurrent is directly proportional to the nonlinear photon flux [7]. 

Our broader goal is to develop a world-class metrological facility for nonlinear multiphoton light absorption- 

and calibration measurements and provide service for other research labs as well as for industry (medical 

imaging, fundamental research, quantum information applications). We have already established a database of 

our 2PA (in future also 3PA) measurements which can be found in www.kbfi.ee/mpa. 
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Printed Electronics offers tools for large-area processing of novel products, enabling e.g. flexibility and free-
dom of design. This presentation introduces printed electronics as a processing method and shows how it can 
be used in production of optoelectronic components. Specifically, I will focus on showing how to guarantee 
optimal lifetime, quality and performance in pilot scale processing of organic solar cells (see image from Fig. 
1). In addition, I will give you an outlook on production of organic and CIGS solar cells and OLEDs – a 
Factory of the Future. 

 
Fig. 1. A picture of a flexible organic solar cell roll. 

Understanding the phenomena, which have an effect on performance and lifetime of flexible solar cells, is 
essential when transferring the process to pilot scale. Often the promising results in laboratory do not directly 
convert into good performance with large-area roll-to-roll (R2R) processed and encapsulated solar modules. 
We have faced this challenge while testing new materials for organic solar cells. 

For example, replacing PCBM with ICBA as an acceptor should result in increased performance due to higher 
Voc. In sheet-to-sheet (S2S) scale this is true, but R2R processing gave different results. ICBA-containing 
modules required also long light soaking to recover from an S-shaped IV curve, which appeared after encap-
sulation. In addition, we use plasma treatment for improving the adhesion of a ZnO nanoparticle layer and this 
process works in R2R scale. However, we have observed that the plasma-treated modules also require more 
light soaking after encapsulation to work well. Motivated by these challenges, we wanted to study the S-shape 
related phenomena closer. Naturally, the focus was in energy level alignment. I will show that energy level 
matching is crucial especially for R2R processed, encapsulated solar cell modules. In addition, I will also show 
that the improved adhesion leads to significantly improved lifetime – even without mechanical stressing. Both 
of the observations give guidelines for producing stable solar modules in R2R environment. 

Finally, even with carefully selected materials and processes, the R2R processing itself can create challenges. 
It is not anymore easy to follow the quality and avoid waste when the processing speed is high and the pro-
duction volumes are large. There are several characterization methods available but they are not necessarily 
suitable for large-area production. To overcome this challenge and to be able to follow and control the quality 
of large-scale production of organic and CIGS solar cells and OLEDs, we have launched an EU project, 
OLEDSOLAR. Together with 16 partners – VTT, Fraunhofer, TNO, IRIS, Opvius, TWI, CSEM, Solibro, 
Meyer Burger, Brunel University London, Leitat, Coatema, DuPont Teijin Films, CTR, Advent and Inuru – 
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we aim to find the best quality control methods and implement those in the pilot and production lines to allow 
high yield and process speed. This presentation will summarize the objectives of the OLEDSOLAR project 
and give an outlook for future production of flexible electronics. 
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The Predictable Quantum Efficient Detector (PQED) [1-2] is a semiconductor based primary standard of op-
tical power that can be operated at room temperature [3-4]. It consists of two induced-junction photodiodes,
which are mounted in a wedged trap configuration for the control of specular reflectance losses. Using one-
dimensional modelling, the near-zero internal quantum deficiency (IQD) of the custom photodiodes has been
predicted with an estimated standard uncertainty of 70 ppm in the visible wavelength range [5]. The modelled
results have been experimentally confirmed with measurements against cryogenic radiometers [2]. There is an
ongoing work to improve the prediction using three-dimensional modelling [6].

Until recently, all PQEDs were based on induced junction photodiodes, where a SiO2 layer is thermally grown
on top of very lightly doped p-type silicon substrate. This structure inherently contains trapped positive surface
charge close to the Si-SiO2 boundary, which generates an n-type inversion layer in the p-type silicon and
produces a depletion region required for photocurrent generation [1]. This approach, however, has two down-
sides. First, the availability of suitable substrate material is problematic. Second, the thermal growing process
operating at around 1000 K is time-consuming, expensive and increases the risk of contamination.

Recently, a new type of PQED photodiodes were introduced [7] that utilize induced junction, which is manu-
factured using n-type silicon substrate. The underlying structure of the new photodiode, shown in Fig. 1.a. is
similar to the previous design, but the n-type substrate requires negative charge to be trapped in the passivation
layer in order to form the depletion region. This was achieved by fabricating an Al2O3 layer on top of the
substrate. Due to the higher fixed charge density, the Al2O3 layer can be a factor of 10 thinner than the SiO2

layers used with p-type PQED photodiodes.

Fig. 1. (a) Cross section of the structure of the set B photodiode (not to scale). (b) A PQED photodiode of
size 11 mm x 22 mm attached to the photodiode carrier. The added green square indicates the area of (a).

Two sets of photodiodes, denoted as set A and B, were manufactured using substrates with doping concentra-
tions of 2.5·1011 cm-3 and 4.4·1011 cm-3, respectively [7]. The Al2O3 layers were grown using atomic layer
deposition (ALD) [8], which provides a controlled method to produce uniform oxide layers to an atomically
specified thickness. Oxide thicknesses ranging from 25 nm to 30 nm were produced. The responsivity was
modelled for both sets, and detectors from both sets were characterized for temperature dependence of dark
current, spatial uniformity of responsivity, reflectance and absolute responsivity.

In addition to smaller doping concentration, the set A photodiodes also had 16 guard rings in the photodiode
layout as opposed to the one of set B (the outermost p+ implantation of Fig. 1.a.). These factors lead to the
decrease of dark current at room temperature by a factor of five, down to around 1 nA level when biased with
a 10 V voltage. When the photodiode is cooled in a cryostat [9], the dark current decreases exponentially;
approximately a decade for every decrease of 15 °C in temperature. Improved dark current properties become
significant at low flux applications of the PQED, such as photometric measurements [10-11], or single or few
photon applications [12]. Preliminary measurements indicate that the absolute power of a laser in the picowatt
scale can be measured with a standard uncertainty of 0.3% within 5-minute measurement period.

Due to different oxide thicknesses of the photodiodes, reflectances measured at the wavelength of 488 nm
varied between 110 ppm and 170 ppm. The reflectance is higher than that of p-type PQEDs of around 27 ppm.
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Nevertheless, the responsivity of the n-type PQED is similarly uniform as that of the p-type PQED; the re-
sponsivity in the central active area is flat within 30 ppm peak-to-peak deviation.

A 3D simulation model of the photodiode structure was built into the semiconductor simulation software Co-
genda Genius v. 1.8.0. With the exception of surface recombination velocity (SRV) for electrons and holes
and Al2O3 layer fixed charge (FC), the modelling parameters were obtained from the wafer manufacturer or
they can be directly measured. We developed a method to extract the values for the SRV and FC, where sim-
ulated bias voltage dependence of photocurrent is fitted to experimental data (see Fig. 2.a.). SRV values of
3·104 cm/s and 5·105 cm/s, and FC values of 3.9·1012 cm-2 and 4.5·1012 cm-2 were obtained for set A and B,
respectively.

Fig. 2. (a) Relative change of photocurrent as a function of bias voltage at 488 nm. The simulated curves are
fitted to experimental values in order to obtain SRV and FC values. (b) Absolute IQD measured at 488 nm
(dots) and 532 nm (square). Horizontal lines show the predicted IQD and cyan boxes indicate the estimated

uncertainty of the model at 95% confidence level.

The predicted IQD values for set A and B were 18 – 23 ppm and 26 ppm, respectively. Tentative analysis
indicates estimated standard uncertainty of around 40 ppm for the predicted IQD at room temperature. The
responsivities of the n-type detectors were also measured against a p-type PQED, similar to those characterized
in [2] and [3]. The IQD values obtained from responsivity and reflectance measurements, together with the
predicted values, are shown in Fig. 2.b.

A new type of PQED was developed – first ever to utilize n-type silicon and ALD. Two sets of detectors were
manufactured, modelled and characterized. The agreement between experimental and modelled results indi-
cates that the n-type structure is a very promising alternative to the existing p-type PQEDs, and exhibits better
dark current properties. Consequently, it proves that the manufacturing of PQEDs is no longer dependent on
the availability of a particular silicon process. Finally, this work gives additional credibility to the concept of
a modelled quantum detector serving as a primary standard.
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Coherent lidars in atmospheric sensing rely on narrow linewidth fiber amplifier based light sources. The 
achievable peak power with typical single mode fibers is limited to tens of watts [1], still enabling the heter-
odyne detection of wind speed from particle backscatter [2]. Kilowatt-level peak power could enable detec-
tion of spectrally broader molecular backscatter, yielding access to simultaneous visibility and particle type 
profiling alongside the wind speed measurement. Even temperature profiling, considered as a holy grail of 
weather forecasting, has been demonstrated with high spectral resolution analysis of molecular backscatter 
[3].  

Stimulated Brillouin scattering (SBS) in the optical fibers is the main effect limiting the peak power. The 
strong electric field density induces lattice vibrations (phonons) creating a temporary reflection grating inside 
the fiber. The backwards travelling wave is especially harmful inside the amplifier as it experiences high 
gain causing instability and possible damage to the amplifier. In this work, we present successful light source 
development results for coherent lidar using tapered ytterbium doped fiber amplifier at 1.053 µm.  By com-
bining several SBS mitigation techniques simultaneously we are able to reach more than two order of magni-
tude enhancement in output peak power compared to single mode fiber.  

The light source design follows a typical seed laser - pre-amplifier - power amplifier scheme and is shown in 
detail in Fig.1.  

 
Fig. 1. Schematic picture of the fiber amplifier system. 

Light from distributed feedback laser diode is chopped to pulses by an acousto-optic modulator and coupled 
through a dual stage pre-amplifier. The single mode ytterbium doped gain fibers are core pumped counter to 
signal propagation and the amplified spontaneous emission is filtered between stages. 

The pulses are finally coupled to a power amplifier con-
taining an ytterbium doped cladding pumped fiber, which 
has a tapered longitudinal profile. A cladding mode strip-
per is used to remove unabsorbed counter propagating 
pump. The core radius grows slowly from 16 µm to 50 µm 
along the 1.2-m-long fiber and the profile can be seen in 
Fig. 2. All fiber components, including the tapered fiber, 
are polarization maintaining. 

Fig. 2. Measured core size along the ta-
pered double clad fiber 

The main advantage compared to other coherent lidar light sources becomes from the power amplifier de-
sign.  The seed laser and pre-amplifier are similar to typical coherent lidar sources and the output peak power 
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after pre-amplifier is SBS limited to 10 W. However, with the unique tapered power amplifier we achieved 
record high peak power of 2.2 kW with linear polarization and single mode output. The polarization extinc-
tion ratio is 20 dB and the measured M2=1.05/1.08 indicates excellent beam quality, unreachable by other 
competing technologies such as large mode area fibers.  

Coherent lidar signal-to-noise ratio is highly dependent on good beam quality and linear polarization [4]. 
Combined with high peak power, we expect unparalleled performance with coherent lidar. We continue to 
assemble a prototype system to demonstrate lidar performance in simultaneous wind speed, visibility and 
particle profiling. The tapered fiber amplifier is definitely a key technology enabler for coherent lidar reach-
ing record high multi kilowatt peak power, while maintaining excellent beam quality and linear polarization 
state. 
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In contrast to conventional absorption spectroscopy methods, photoacoustic spectroscopy (PAS) measures the 
absorbed light power directly, which makes the technique highly sensitive and also enables small sample 
volumes [1]. These properties are important in multicomponent trace-gas analysis, which is possible in PAS 
using a broadband light source together with a Fourier transform spectrometer (FTS) as a light modulator. 
Scanning FTS creates a distinct modulation frequency for each wavelength of the source, which leads to the 
formation of several pressure waves in the photoacoustic cell due to periodic gas absorption and thermal 
relaxation. Pressure variations are then detected using a cantilever microphone with optical readout. 
Cantilever-enhanced photoacoustic spectroscopy (CEPAS) is a non-resonant photoacoustic technique enabling 
sensitive detection over a wide range of frequencies [2]. The CEPAS technique together with FTS has so far 
been used only with conventional infrared radiators, which suffer from poor spectral power density [3]. 

In this work, we demonstrate broadband Fourier transform photoacoustic spectroscopy using two 
supercontinuum light sources at 1–3.5 µm wavelength range [4]. The supercontinua were generated using the 
same optical fibers and a pump laser, whose repetition rate was varied between 70 kHz and 400 kHz. The 
experimental setup is illustrated in Figure 1. Compared to conventional infrared radiators, the supercontinua 
provide larger spectral power density and therefore larger photoacoustic signal. We measured rovibrational 
photoacoustic spectra of water vapor in air and methane (400 ppm) in nitrogen at atmospheric pressure using 
an infrared radiator and the supercontinua as light sources. The sample volume was smaller than 8 mL. The 
measured spectra shown in Figure 2 were recorded in 50 s (10 scans) with 120 GHz resolution and they are in 
good agreement with a model based on HITRAN database.  

 

 

 
 

Fig. 1. Experimental setup. PM, off-axis parabolic mirror; M, mirror; BS, beam splitter; W, 
window; GM, gold mirror; C, cantilever. Note that the supercontinuum generated using lower 
repetition rate (red spectrum) was long-pass filtered at 2.3 µm. 
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Fig. 2. Photoacoustic spectra of (a) water vapor and (b) methane measured using two 
supercontinua (blue and red) and a broadband infrared source (black, magnified). Reference 
spectra from HITRAN database are also shown (grey, inverted). 

 

We achieved a 20- and 70-fold increase in photoacoustic signal with the supercontinua compared to the 
infrared radiator, demonstrating the advantage of larger spectral power density of the supercontinuum sources. 
In addition to the improvement in sensitivity, the spatially coherent and collimated supercontinuum beam 
enables miniaturization of the FTS and better resolution as compared to the infrared radiator. Thus, the 
combination of supercontinuum light source, FTS and CEPAS detection enables broadband multi-gas analysis 
using small sample volumes. 
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The multi-passband interference filters can be manufactured using the known this film technologies based on 
multi-cavity technology as explained in references 1 (Denton et.al.) and 2 (Abdullah et.al.). The transmission 
spectrum of the interference filter can tuned by changing the angle of the filter and this kind of filters are 
commercially available from Semrock (3).  We have created a hyperspectral imager concept (4, 5) which is 
based on an angle-tuned multi-passband interference filter, multi wavelength Led illumination and RGB color 
image sensor.  This construction can be used to form hyperspectral image of the target at narrow wavelength 
bands each related to the dedicated pass bands of multiple pass band filter, rotation angle of the filter and 
illumination of multi wavelength Leds.  For example with 12 - 15 different Leds, an angle-tuned TiO2-SiO2 
thin film stack based filter and RGB image sensor it is possible to perform hyperspectral imaging in the wave-
length range 450 – 850 nm.  In case of ambient light illumination or broadband lamp illumination the number 
spectral bands is limited by the number spectrally different pixels in the image sensor.  

 

The design of TiO2-SiO2 angle-tuned multi-passband filter was made based implementing the short wave-
length range (450 - 625 nm) on the front surface of fused silica substrate and the long wavelength range (625 
- 850 nm) on the back surface.  The depositions of the thin film stacks on ShinEtsu Synthetic Quartz wafer (d= 
675 µm, diameter = 150 mm) were made Oplatek Oy with the process detailed design made by Aki Syväluoto 
from Oplatek. The short wavelength range filter was based on seven layer Bragg mirrors optimized for 550 
nm and operating at FPI order 10 @ 550 nm. The long wavelength range filter has seven layer Bragg mirrors 
optimized for 780 nm and it has optical depth between Bragg mirrors corresponding the FPI order 8 @ 780 
nm. Measured transmission spectra of the filter are shown in Fig. 1 for the rotation angles 0, 20, 30, 35 
and 40.   

 

 

Fig. 1. Measured spectral transmissions of the TiO2-SiO2 angle-tuned multi-passband filter for the rotation 
angles 0, 20, 30, 35 and 40. 
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We have built a laboratory prototype of the hyperspectral imager 
based on the TiO2-SiO2 angle-tuned multi-passband filter designed 
for 450 - 850 nm, on 12 different Leds with wavelenghs 450, 470, 
525, 540, 595, 625, 660, 690, 729, 780, 810 and 850 nm (three of 
each Led type) and on Sony IMX174 CMOS image sensor based 
machine vision camera. The camera is the Point Grey USB3 GS3-
U3-23S6C-C which has 1200 x 1900 pixels and 5.86 µm x 5.86 µm 
pixel size. 

The results of the hyperspectral imager characterization and specifi-
cations are presented in Table 1 

Table 1 Specifications and characterization results of the hyperspec-
tral imager laboratory prototype based on angle-tuned multi pass 
band filter, Leds and RGB image sensor. 

Parameter Typical/measured value 

System focal length 100 mm 

F-number 4.0 

Spectral range 450 - 850 nm 

Spectral resolution @ 
FWHM 

2.5…12.5 nm (pending on 
the wavelength) 

Maximum image/object sizes 1920 x 1200 pixels 

7.02 mm/14.0 mm 

11.23 mm/22.5 mm 

13.3 mm/26.6 mm 

Dimensions 80 mm x 80 mm x 300 mm 

 

 

 

 

Fig 2. Hyperspectral imager laboratory 
prototype based on angle-tuned multi 
pass band filter, Leds and RGB image 
sensor.  

We have shown that it is possible to build a hyperspectral imager using low cost parts for the wavelength range 
450 - 850 nm.  The concept can be used in a wide wavelength range from 250 to 5000 nm by designing the 
multi pass band filter high (HfO2, ZrO2, Poly-Silicon, TiO2 etc.) and low (SiO2, MgF2 etc.) refractive index 
materials accordingly.   
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In the recent years, VTT Technical Research Centre of Finland Ltd has developed several miniaturized spectral 

imaging instruments, that are suitable for applications ranging from nanosatellites to skin cancer detection and 

cell phone integrated gas sensors. The common topic in all these applications is that they require small and 

robust instrumentation. VTT’s spectral imagers are based on a tunable spectral filter, a Fabry-Perot Interfer-

ometer. This filter allows the acquisition of images at a single, freely selectable, wavelength, i.e. it is possible 

to record a complete 2D image at any single wavelength with a single snapshot. In the past similar functionality 

has been usually achieved by filter wheels, which are not very suitable for small instruments to their bulky 

construction. Also the tuning speed of VTT’s spectral filters is very fast, which enables the recording of the 

complete spectrum in a short time. The filter structure is very simple, compact and robust, and thus makes this 

technology usable in small airborne platforms or handheld devices, which has not been possible in the past. 

 

After a decade of research and development, spectral filter solutions have been realized for almost any wave-

length from ultraviolet to thermal infrared. This means the technology can be tailored for almost all applica-

tions which utilize optical spectroscopy in some form. This has already been demonstrated in several cases, 

where the same basic instrument principle has been used for skin-cancer detection, ship emission monitoring, 

gas sensing and precision agriculture, only to list a few.  

 

In addition to ground based applications, VTT has pioneered spectral imaging in space with nanosatellite plat-

forms. The first space demonstration of the technology was on-board the Aalto-1 nanosatellite, which was 

launched in June 2017. The Aalto-1 Spectral Imager operates in the visible and near-infrared wavelengths 

between 500 and 900 nm. Aalto-1 Spectral Imager was also the first nanosatellite compatible camera capable 

of hyperspectral imaging ever to be flown in space. The second demonstration mission was for the shortwave 

infrared wavelengths (900 - 1400 nm) on-board the Reaktor Hello World nanosatellite, which was successfully 

launched in November 2018. The Hello World Spectral Imager was the first demonstration of shortwave in-

frared spectral imager on a nanosatellite. Both of these missions have been successful, and all the technical 

objectives have been completed. Future space applications include planetary exploration and missions focused 

on atmospheric science.  

 

To summarize, VTT’s spectral imaging technology has already been successfully demonstrated in many dif-

ferent applications. This has been made possible by advances in the development of the tunable Fabry-Perot 

Interferometers, and now VTT can provide solutions to almost any wavelength range, from UV to thermal 

infrared. We believe that the development will continue, as further miniaturization of the instruments will 

create more applications in the future. 
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